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Conjugate gradient iteration for ill-posed problems in Hilbert space, say
given by an operator equation

yδ = Ax+ δξ,

where A : X → Y acts between Hilbert spaces, is well known to yield regu-
larization if it is stopped according to the discrepancy principle. The seminal
work in this direction is [2]. This presumes that the data yδ are noisy, but the
noise is bounded in the original norm of Y . If, instead, we assume that the
noise ξ is white noise, i.e., it is centered and has identity covariance operator,
then the data yδ will not belong to Y (a.s.), and hence the discrepancy is not
well defined.

Based on previous work [1] we propose a modified discrepancy principle
and we show that order optimal regularization can be achieved. These mod-
ifications concern both, the norm in which the discrepancy is evaluated and
an emergency stop, which guarantees that the iteration stops even if the data
at hand behave badly.

This modified discrepancy principle also works for linear regularization
of statistical ill-posed problems.

This is joint work with G. Blanchard, Potsdam University.
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