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Consider the random process in R given by xn+1 = δ(xn − β) + β, where
0 < δ < 1 is a real parameter and β is drawn randomly from a probability
distribution σ(β). Clearly, the points x are attracted towards the points β
and, in the limit, their distribution converges to a measure µ. This latter is
the invariant measure of a system of Iterated Functions (I.F.S.).

Usually in I.F.S. theory, the distribution σ(β) is discrete and composed
of a finite number of atoms. In this talk, we allow σ to be any compactly
supported distribution. We describe a new technique for computing the
Jacobi matrix of the measure µ, that is numerically stable for matrix orders
as large as hundreds of thousands. The same theory can be reversed into an
efficient technique for solving an inverse reconstruction problem, that requires
to find σ from the knowledge of µ. This problem can be cast in the form of
a generalized Gaussian integration problem. Introductory results to the new
material presented here can be found in [1, 2].
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