
AQuA25
Approximation, Quadrature, and Applications

Santa Margherita di Pula, Italy
October 9–11, 2025





AQuA25
Approximation, Quadrature, and Applications

Santa Margherita di Pula, Italy
October 9–11, 2025

The event is organized within the activity of the PRIN 2022 PNRR AQuAInt - Approximation
and Quadrature for Applicative Integral Models, based on the collaboration of two research
units University of Cagliari and University of Basilicata.

The goal of the conference is to share knowledge and last research on the following topics:
approximation by linear and nonlinear operators, numerical integration, orthogonal polynomi-
als, integral equations, inverse problem and applications of integral models, and related issues
in numerical linear algebra.

3



4



Scientific Committee

Luisa Fermo
University of Cagliari
Italy

Donatella Occorsio
University of Basilicata
Italy

Walter Van Assche
University of Leuven
KU Leuven

Peter Junghanns
Technische Universität Chemnitz
Germany

Lothar Reichel
Kent State University
U.S.A.

Organizing Committee

Elisa Crabu
University of Cagliari, Italy

Luisa Fermo
University of Cagliari, Italy

Domenico Mezzanotte
University of Basilicata, Italy

Giuseppe Rodriguez
University of Cagliari, Italy

Maria Carmela De Bonis
University of Basilicata, Italy

Concetta Laurita
University of Basilicata, Italy

Donatella Occorsio
University of Basilicata, Italy

Maria Grazia Russo
University of Basilicata, Italy

The conference is organized with the patronage of the University of Cagliari.

5



6



Abstracts

Keynote Talks 9
1. P. Junghanns, On numerical methods and their analysis for different kinds of inte-

gral equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11
2. L. Reichel, An Arnoldi-Tikhonov method for the solution of linear ill-posed operator

equation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
3. W. Van Assche, Simultaneous Gaussian quadrature . . . . . . . . . . . . . . . . 13

Invited Talks 15
1. L. Aceto, Efficient quadrature-based preconditioners for the Riesz operator . . . . 17
2. I. M. Bulai, Control metastatic tumor growth: from modeling to numerical results . . 18
3. A. Cardone, Nonstandard solvers for the solution of fractional differential models

with applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
4. D. Conte, Adapted numerical solution of reaction-diffusion PDEs in several dimen-

sions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
5. L. Coppolino, Galerkin-based EBEM for 3D elastodynamic. Regularization of

strongly singular operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 21
6. E. Crabu, Color reconstruction of Domus de Janas monuments by Photometric

Stereo techniques . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
7. M. C. De Bonis, An iterative numerical method for solving Volterra-Fredholm inte-

gral equations with delays on the real semiaxis . . . . . . . . . . . . . . . . . . 23
8. E. Denich, Asymptotic estimates of the error bound for Gauss-Radau quadratures 24
9. M. Donatelli, Approximated Preconditioning strategy for a Nested Primal–Dual

Scheme . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 25
10. F. Lipparini, New solutions for an old problem: an efficient and robust solver for

linear response equations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
11. V. Loi, Lagrange interpolation based on anti-Gauss Jacobi polynomials . . . . . 27
12. E. Messina, Stability of quadrature-based methods for integral equations with delay 28
13. D. Mezzanotte, On the numerical approximation of FIEs via de la Vallée-Poussin

means . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
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ON NUMERICAL METHODS AND THEIR ANALYSIS FOR DIFFERENT KINDS OF

INTEGRAL EQUATIONS

P. Junghanns
Department of Mathematics, Chemnitz University of Technology

Chemnitz, Germany
peter.junghanns@mathematik.tu-chemnitz.de

We restrict ourselves to linear integral equations on a finite interval and to methods for their
numerical solution based on global ansatz functions like weighted polynomials or Nyström in-
terpolants. In particular, we consider Fredholm and Volterra integral equations with weakly
singular kernel functions as well as strongly singular integral equations with fixed and moving
singularities. We discuss the applicability of the Nyström method and its analysis in spaces of
continuous functions by using the theory of collectively compact operator sequences. More-
over, we give reasons for the necessity to use other spaces and methods of numerical analysis
if we switch from weakly singular to strongly singular integral equations.
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AN ARNOLDI-TIKHONOV METHOD FOR THE SOLUTION OF LINEAR ILL-POSED

OPERATOR EQUATION

M. Kuian, R. Ramlau, L. Reichel
Department of Mathematical Sciences, Kent State University

Kent, OH 44242, USA
reichel@math.kent.edu

We are concerned with the solution of linear operator equations with a compact operator.
These operators do not have a bounded inverse and therefore the equation has to be regu-
larized before solution. The Arnoldi process provides a convenient way to reduce a compact
operator to a nearby operator of finite rank and we regularize with Tikhonov’s method. This
talk discusses properties of this simple solution approach.
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SIMULTANEOUS GAUSSIAN QUADRATURE

W. Van Assche
Department of Mathematics, KU Leuven
Celestijnenlaan 200B, Leuven, Belgium
walter.vanassche@kuleuven.be

Suppose you want to integrate one function f with respect to r > 1 measures µ1, . . . , µr
(or weights w1, . . . , wr). The goal is to use N function evaluations and to maximize the degree
of exactness. This notion of simultaneous quadrature was introduced by Carlos Borges [1] in
1994. It turns out that the optimal choice is to use the zeros of (type II) multiple orthogonal
polynomials as quadrature nodes. These quadrature nodes can be computed as the eigen-
values of a banded Hessenberg matrix and the quadrature weights can be obtained using
the left and right eigenvectors of this Hessenberg matrix [2] [3]. The Hessenberg matrix is
not symmetric and this causes numerical problems. We show how these can be reduced by
transforming the matrix [4]. We will illustrate this by giving some examples.

References

[1] C. Borges, On a class of Gauss-like quadrature rules, Numer. Math. 67 (1994), 271–288.

[2] J. Coussement, W. Van Assche, Gaussian quadrature for multiple orthogonal polynomi-
als, J. Comput. Appl. Math. 178 (2005), 131–145.

[3] W. Van Assche, A Golub-Welsch version for simultaneous Gaussian quadrature, Numer.
Algorithms (2024), https://doi.org/10.1007/s11075-024-01767-2

[4] T. Laudadio, N. Mastronardi, W. Van Assche, P. Van Dooren, A Matlab package computing
simultaneous Gaussian quadrature rules for multiple orthogonal polynomials, J. Comput.
Appl. Math. 451 (2024), Paper No. 116109, 17 pp.
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EFFICIENT QUADRATURE-BASED PRECONDITIONERS FOR THE RIESZ

OPERATOR

L. Aceto and M. Mazza
DiSIT, University of Piemonte Orientale

viale T. Michel, 11, 15121 Alessandria, Italy
lidia.aceto@uniupo.it

In this talk, we present a comparative analysis of quadrature methods for approximating
fractional operators, with a focus on error estimates and their effectiveness in preconditioning
the Riesz operator. A first approach uses the Gauss-Jacobi quadrature to approximate this
operator as a fractional power of a discretized Laplacian [1, 4]. Others, which achieve faster
convergence, rely on Gauss-Laguerre and sinc rules [3, 5]. By appropriately selecting the
number of quadrature points, both approaches yield accurate preconditioners that require only
a few shifted Laplacian inverses. Numerical tests show that the sinc-based preconditioner
is more versatile than the one based on the Gauss-Laguerre rule, and both outperform the
Gauss-Jacobi approach [2].

References

[1] L. Aceto, M. Mazza, A rational preconditioner for multi-dimensional Riesz fractional diffu-
sion equations, Comput. Math. Appl., 143 (2023), pp. 372–382.

[2] L. Aceto, M. Mazza, Exploring rational approximations of fractional power operators for
preconditioning (submitted).

[3] L. Aceto, P. Novati, Fast and accurate approximations to fractional powers of operators,
IMA J. Numer. Anal., 42(2) (2022), pp. 1598–1622.

[4] L. Aceto, P. Novati, Rational approximations to fractional powers of self-adjoint positive
operators, Numer. Math., 143 (2019), pp. 1–16.

[5] A. Bonito, J. E. Pasciak Numerical approximation of fractional powers of elliptic operators,
Math. Comp., 84 (2015), pp. 2083–2110.
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CONTROL METASTATIC TUMOR GROWTH: FROM MODELING TO NUMERICAL

RESULTS

I. M. Bulai, M. C. De Bonis, and C. Laurita
Department of Mathematics, University of Torino

Via Carlo Alberto 10, Italy
iuliamartina.bulai@unito.it

Cancer is the second most common global cause of death. Modeling metastatic tumor
growth with treatment is of paramount importance in developing and advancing knowledge
about curing cancer.

One possible approach to model metastatic tumor growth, including also the treatment,
is via a coupled size-structured partial differential equation (PDE) and a system of ordinary
differential equations (ODEs), the first one describing the evolution in time and size of the
metastatic density and the second one describing the evolution in time of the sizes of the
primary and secondary tumors, respectively.

The coupled PDE-ODE model, used to describe the metastatic tumor growth, can be refor-
mulated in terms of VIE, whose unknowns are biological observables, such as the cumulative
number of metastases and the total metastatic mass.

In this talk I will present a metastatic tumor growth model, which considers the control
of the disease by assuming different types of treatment, and an efficient numerical method
for the resolution of Volterra integral equations of the second type obtained from the model
reformulation, [1], [2].

References

[1] I.M. Bulai, M.C. De Bonis, C. Laurita, Numerical solution of metastatic tumor growth mod-
els with treatment, Applied Mathematics and Computation, 484, 128988, 2025.

[2] I.M. Bulai, M.C. De Bonis, C. Laurita, A new MATLAB software for numerical computation
of biological observables for metastatic tumor growth, Mathematics and Computers in
Simulation, 234, 31-49, 2025.

18



NONSTANDARD SOLVERS FOR THE SOLUTION OF FRACTIONAL DIFFERENTIAL

MODELS WITH APPLICATIONS

A. Cardone, G. Frasca Caccia, and B. Paternoster
Department of Mathematics, University of Salerno

via Giovanni Paolo II, n. 132, Fisciano, Italy
ancardone@unisa.it

Over the past few decades, time-fractional differential models have garnered significant
attention. They offer a more accurate description of a wide array of natural phenomena and
processes in the applied sciences than their integer-order counterparts, especially when mod-
eling systems with memory effects. Solving real-life problems modeled by this type of prob-
lems requires reliable and computationally efficient numerical schemes. Reliability is assured
by stability and the preservation of the problem’s key qualitative behaviors. To this end, we pro-
pose two classes of methods for time-fractional reaction-advection-diffusion problems, based
on the L1 and Grünwald-Letnikov methods in time and on nonstandard finite differences in
space. Both schemes are stable and positivity preserving. We show the effectiveness of these
schemes by two significant applications: one from chemical engineering and another con-
cerning the transport of charge carriers in disordered semiconductors, such as those found in
lithium batteries.

References

[1] K. Burrage, A. Cardone, R. D’Ambrosio, B. Paternoster, Numerical solution of time frac-
tional diffusion systems, Appl. Numer. Math. 116, 82-94 (2017).

[2] A. Cardone, G. Frasca Caccia, Numerical conservation laws of time fractional diffusion
PDEs, Fract. Calc. Appl. Anal. 25, 1459-1483 (2022).

[3] A. Cardone, G. Frasca Caccia, B. Paternoster, Non-standard schemes for time-fractional
reaction-advection-diffusion problems, J. Comput. Appl. Math. 471, 2026, 116757.
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ADAPTED NUMERICAL SOLUTION OF REACTION-DIFFUSION PDES IN SEVERAL

DIMENSIONS

D. Conte, F. Giannino, S. Iscaro, G. Pagano, B. Paternoster
Department of Mathematics, University of Salerno

Via Giovanni Paolo II, 132, 84084, Fisciano (SA), Italy
dajconte@unisa.it

Sustainability-related applications, such as vegetation patterns in arid regions and degra-
dation processes in solar cells, can be described by reaction-diffusion Partial Differential Equa-
tions (PDEs) in several spatial dimensions. These problems often require long-time integration
and fine spatial discretizations, which can be especially demanding in tasks such as param-
eter estimation, where repeated solution of the PDEs within optimization algorithms may be
required. Therefore, the derivation of numerical methods capable of providing a stable and
accurate solution in short computing times is crucial. To this aim, we introduce new linearly
implicit numerical methods [1], combined with suitable splitting [2] and matrix-oriented tech-
niques (D’Autilia, Sgura, Simoncini, CAMWA, 2020). We analyze the properties of the new
methods in terms of accuracy and stability. Numerical experiments confirm the theoretical
analysis and underline the good performance of the schemes.

References

[1] D. Conte, J. Martin-Vaquero, G. Pagano, B. Paternoster, Stability theory of TASE-Runge-
Kutta methods with inexact Jacobian. SIAM J. Sci. Comput. 46(6), A3638–A3657 (2024).

[2] D. Conte, S. González-Pinto, D. Hernández-Abreu, G. Pagano, On Approximate Matrix
Factorization and TASE W-methods for the time integration of parabolic PDEs. J. Sci.
Comput., 100, 34 (2024).

0This research falls within the activities of PRIN-MUR 2022 project 20229P2HEA Stochastic numerical mod-
elling for sustainable innovation, CUP E53D23017940001, granted by the Italian Ministry of University and Re-
search (call relating to scrolling of the final rankings of the PRIN 2022).
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GALERKIN-BASED EBEM FOR 3D ELASTODYNAMIC. REGULARIZATION OF

STRONGLY SINGULAR OPERATORS

L. Coppolino, L. Desiderio
Department of Mathematical, University of Messina

Viale Ferdinando Stagno d’Alcontres 31, 98166, Messina, Italy
luciano.coppolino@studenti.unime.it

To advance the space-time Energetic Boundary Element Method (EBEM) in 3D elastodynam-
ics [1], we study the characteristic singularity of the double-layer operator, which is involved
in the direct boundary integral formulation. On the basis of a decomposition of the time-
dependent point load traction Green’s function, we employ a regularized Boundary Integral
Equation (BIE) and we discretize it by means of a Galerkin-type EBEM (introduced for the first
time in [2]) with double analytical integration in the time variable. However, one of the main
difficulties of this approach is the efficient approximation of remaining weakly singular double
space integrals, whose accurate computation is a key issue for the stability of the method. In
particular, the integration domains are generally delimited by the wave fronts of the primary
and the secondary waves. By analyzing the geometric characteristic of these domains, we de-
velop an ad-hoc quadrature strategy, where the outer integrals are computed efficiently by the
Gaussian quadrature (with a small number of points), while the inner integrals are evaluated
with respect to polar coordinates and expressed by analytical formulations. The effectiveness
of the proposed approach is illustrated via two benchmark problems.

References

[1] A. Aimi, S. Dallospedale, L. Desiderio, C. Guardasoni, A space-time Energetic BIE
method for 3D Elastodynamics. The Dirichlet case. Comput. Mech., 72(5), 2023, pp.
885–905.

[2] A. Aimi, M. Diligenti, A new space-time energetic formulation for wave propagation anal-
ysis in layered media by BEMs. Int. J. Numer. Meth. Engng. 75(9), (2008), 1102-1132.
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COLOR RECONSTRUCTION OF DOMUS DE JANAS MONUMENTS BY

PHOTOMETRIC STEREO TECHNIQUES

E. Crabu, F. Pes, G. Rodriguez, and G. Tanda
Department of Mathematics and Computer Science, University of Cagliari

09124 Cagliari, Italy
elisa.crabu@unica.it

Artifacts documentation is an important aspect of archaeological studies, not only to pre-
serve these objects but also to learn from them the culture of ancient populations. Hence, the
necessity to digitally document and archive these artifacts. This work is complicated for rock
art carvings, that can not be moved from their original location. The photometric stereo tech-
nique allows to obtain the three-dimensional digital reconstruction of an object starting from
a set of pictures taken with different lighting conditions. When the method is applied to some
experimental datasets, computational problems may occur. We deal with these issues by in-
troducing numerical indicators of ideality that allow to figure out if a given dataset is reliable
and which images should be selected to better reproduce the object. A color reconstruction
it is necessary to the aim, in order to obtain an accurate documentation. In addition, color
images contain more information of the surface, provinding data which allows to improve the
reconstruction. I will present a study,[1], on the 3D colour reconstruction of engravings found
in two Domus de Janas (ancient tombs) in Sardinia, Italy.

References

[1] E. Crabu, F. Pes, G. Rodriguez, and G. Tanda Color reconstruction by photometric stereo
with unknown lighting of rock art carvings found in two Sardinian Domus de Janas ,
Journal of Cultural Heritage, 71 (2025), pp. 1320–327.
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AN ITERATIVE NUMERICAL METHOD FOR SOLVING VOLTERRA-FREDHOLM

INTEGRAL EQUATIONS WITH DELAYS ON THE REAL SEMIAXIS

M. C. De Bonis and C. Laurita
Department of Basic and Applied Sciences, University of Basilicata

Via dell’Ateneo Lucano 10, 85100 Potenza, Italy
mariacarmela.debonis@unibas.it

We are interested in the numerical solution of Volterra-Fredholm integral equations (VFIEs)
of the following kind

f (t) =


∫ t

0
k1(s, t) f (s − τ1)ds +

∫ ∞

0
k2(s, t) f (s − τ2)e−sds + g(t), t ≥ 0,

f0(t), t < 0,

where, k1 and k2 are given sufficiently smooth kernels, g is the known right-hand side function,
f0 is a known function defining the delay condition, τi, i = 1, 2, represent the delays, and f is
the unknown function to be determined.

Many physical phenomena are modeled using delay integral equations. In particular, delay
Volterra integral equations are used in engineering for modeling systems with history, such as
electric circuits and mechanical systems; delay Volterra-Fredholm integral equations are used
in applied sciences for modeling various phenomena such as dynamical systems, physical
models and population growth (see, for example, [1]). Due to the presence of delay terms
classical methods become less effective or impractical, especially when the problem is defined
on unbounded domains.

We propose a Nyström type method, using suitable quadrature rules based on Laguerre
zeros, for approximating the solution of the VFIE. An iterative version of the above method is
introduced in order to overcome the drawback of loss of accuracy which could occur when long-
time solutions of the VFIE have to be computed. Numerical tests will illustrate the effectiveness
of the numerical procedure.

References

[1] Z. Yang, H. Brunner, Blow-up behavior of Hammerstein-type delay Volterra integral equa-
tions, Front. Math. China, 8 (2), 261-280, 2013

[2] I.M. Bulai, M.C. De Bonis, C. Laurita, A new MATLAB software for numerical computation
of biological observables for metastatic tumor growth, Mathematics and Computers in
Simulation, 234, 31-49, 2025.
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ASYMPTOTIC ESTIMATES OF THE ERROR BOUND FOR GAUSS-RADAU

QUADRATURES

E. Denich
Department of Mathematics, Informatics and Geosciences

University of Trieste
Via Valerio 12/1, Trieste, Italy

eleonora.denich@units.it

This work deals with the development of an a-priori and derivative-free error analysis for
the Gauss-Radau-Jacobi and Gauss-Radau-Laguerre rules for analytic functions. By consid-
ering different types of singularities of the integrand functions, we present some strategies that
allows to obtain quite accurate approximations of the error, in which the dependence on the
number of interior points of the quadrature formula is made explicit. The final error estimates
allow to select a-priori the number of quadrature points necessary to achieve a prescribed
accuracy.

References

[1] W. Barrett, Convergence properties of Gaussian quadrature formulae, The Computer
Journal, 3 (1961), pp. 272–277.

[2] J. D. Donaldson and D. Elliott, A unified approach to quadrature rules with asymptotic
estimates of their remainders, SIAM Journal of Numerical Analysis, 9 (1972), pp. 573–
602.

[3] D. Elliott, Uniform asymptotic expansions of the Jacobi polynomials and an associated
function, Mathematics of Computation, 25 (1971), pp. 309–315.

[4] W. Gautschi, On the remainder term for analytic functions of Gauss-Lobatto and Gauss-
Radau quadratures, Rocky Mountain Journal of Mathematics, 21 (1991), pp. 209–226.
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APPROXIMATED PRECONDITIONING STRATEGY FOR A NESTED PRIMAL–DUAL

SCHEME

S. Aleotti, M. Donatelli
Department of Science and High Technology, University of Insubria

Como, Italy
marco.donatelli@uninsubria.it

Proximal gradient methods are widely used in imaging, and their convergence can typically
be accelerated by incorporating variable metrics and/or extrapolation steps. Recently, it has
been shown [1, 2] that preconditioning strategies can further enhance the acceleration of such
methods, especially when the proximal operator is computed inexactly via a nested primal-dual
solver. However, the computational cost of preconditioning can become significant, particularly
for large-scale problems where no exploitable structure is available.

In this talk, we present several approximation strategies for efficiently preconditioning a
nested primal-dual method designed to solve regularized convex optimization problems. Nu-
merical experiments in both image deblurring and computed tomography (CT) with total vari-
ation regularization confirm that our strategies accelerate convergence while keeping the per-
iteration computational cost low.

References

[1] S. Aleotti, M. Donatelli, R. Krause, G. Scarlato, A Preconditioned Version of a Nested
Primal-Dual Algorithm for Image Deblurring, Journal of Scientific Computing, (2025).

[2] S. Aleotti, S. Bonettini, M. Donatelli, M. Prato, and S. Rebegoldi, A Nested Primal–Dual
Iterated Tikhonov Method for Regularized Convex Optimization, Computational Optimiza-
tion and Applications, (2024).

25



NEW SOLUTIONS FOR AN OLD PROBLEM: AN EFFICIENT AND ROBUST SOLVER

FOR LINEAR RESPONSE EQUATIONS

T. Nottoli, D. Cianchino, I. Gianní, R. Alessandro, F. Pes, F. Lipparini
Department of Chemistry and Industrial Chemistry, University of Pisa

Via G. Moruzzi 13, I-56124 Pisa, Italy
filippo.lipparini@unipi.it

Linear response theory is one of the most powerful tools in computational quantum chem-
istry, as it allows to directly connect calculation with experimental spectroscopic measure-
ments. In linear response theory, excitation energies and transition moments, that are associ-
ated with the positions and intensities of the peaks in spectra, are compute as the eigenvalues
and eigenvectors of a generalized eigenvalue problem. As such a problem can be very large,
the development of efficient iterative algorithms is paramount. In this contribution, we start
from the state of the art algorithm, originally proposed by Olsen almost 40 years ago [1], and
using a simple, but effective strategy, recast it into a new iterative procedure which is not only
more efficient, but also particularly robust from a numerical point of view [2]. We compare
the algorithm not only to the Olsen method, but also to a recent proposed modification of the
latter [3], and to a more specialized algorithm that is commonly use in the special case of
time-dependent Density Functional Theory [4].

References

[1] J. Olsen, H. J. Aa. Jensen, P. Jørgensen, Solution of the large matrix equations which
occur in response theory J. Comput. Phys. 74 (1988), pp. 265–282.

[2] R. Alessandro, I. Gianní, F. Pes, T. Nottoli, F. Lipparini, Linear response equations revis-
ited: A simple and efficient iterative algorithm J. Chem. Theory Comput. 19 (2023), pp.
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In this talk, we present a new interpolation process essentially based on the so-called
Anti-Gauss Jacobi nodes, to approximate functions defined in (−1, 1) that may have algebraic
singularities at ±1. Laurie [1] first introduced these nodes to construct the so-called anti-
Gauss quadrature rules, which have been further used in the numerical treatment of integral
equations [2, 3].

Here, we introduce and study a polynomial that interpolates a given function f at these
types of nodes. We prove that, under suitable assumptions, the corresponding sequence of
Lebesgue constants logarithmically diverges. We also provide estimates of the error in suitable
weighted spaces and present numerical tests to support the theoretical investigation.
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This work addresses the numerical solution of Volterra delay integral equations of the form:

y(t) = ay(t − τ̄) + b
∫ τ̄

0
k(τ)y(t − τ) dτ, t ≥ 0,

where 0 < a < 1, b ∈ R, and the kernel function k : [0, τ̄] → R is continuous and positive.
The constant τ̄ > 0 denotes the fixed delay, and the initial condition is given by a continuous
function φ(t) defined for t ∈ [−τ̄, 0]. Such equations, along with their nonlinear generaliza-
tions, appear in models for population dynamics, infectious disease transmission, and control
systems.We introduce a class of direct quadrature numerical methods for approximating the
solution of this equation [1, 2]. The analysis of convergence and stability is carried out. The
proposed methods yield approximations whose accuracy is consistent with the order of the
truncation error. Furthermore, unconditional stability is established for both Euler and trapez-
ium rules, and constraints on the discretization parameter required for stability are examined
in other cases, particularly for the basic test equation.
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In this talk, we propose a numerical method for solving the Fredholm Integral Equation
(FIE) of the type

f (y)− ν
∫ 1

−1
f (x)k(x, y)w(x) dx = g(y), y ∈ (−1, 1), (1)

where w(x) = (1− x)ρ(1+ x)σ, ρ, σ > −1, is a Jacobi weight, g and k are known functions,
ν is a non-zero real parameter and f is the unknown solution.

We focus on the challenging case where the kernel k exhibits pathological behavior. In
addition, we allow the right-hand side g to have algebraic singularities at the endpoints. Con-
sequently, we seek the solution of (1) in suitable weighted spaces and provide conditions that
guarantee the stability and convergence of the proposed method.

Our approach relies on discrete de la Vallée Poussin means, which are introduced to ap-
proximate functions near discontinuities, thus avoiding the typical Gibbs phenomenon and
yielding near-best approximations in spaces of continuous functions equipped with a weighted
uniform norm [1].

Finally, we present numerical examples that support the theoretical predictions and com-
pare our results with those obtained using numerical methods based on the Lagrange operator
[2].

References

[1] W. Themistoclakis, Uniform approximation on [−1, 1] via discrete de la Vallée Poussin
means, Numer. Algorithms, 60 (2012), pp. 593–612.

[2] M.C. De Bonis, G. Mastroianni, Projection methods and condition numbers in uniform
norm for Fredholm and Cauchy singular integral equations, SIAM J. Numer. Anal., 44, 4
(2006), pp. 1351–1374.

29



σ-ORTHOGONAL POLYNOMIALS ON THE SEMICIRCLE
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Orthogonal polynomials on the semicircle and the corresponding quadratures of Gaussian
type were introduced and studied by Gautschi and Milovanović for the first time in [1]. In the
real case quadrature rules with multiple nodes [3] are observed. A special case of polynomials
whose zeros are these multiple nodes are given by the so-called s-orthogonality conditions,
and the general case involves σ-orthogonality conditions [2]. The s-orthogonal polynomials on
the semicircle are considered in [4]. We introduce σ-orthogonal polynomials on the semicircle
and give a detailed study in three special cases where the weight function is the Chebyshev
weight function of the first kind.
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[1] W. Gautschi, G. V. Milovanović, Polynomials orthogonal on the semicircle, J. Approx.
Theory 46 (1986), pp. 230–250.
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A standard tool for approximation of I[ f ] :=
∫ b

a
f (x) dx is the (n-th) composite trapezium

rule QTr
n [ f ] = h

n

∑′

i=0
f (xi), xi = a + ih, h =

b − a
n

, where ∑′
means that the boundary

summands are halved. Assuming the integrand f is convex or concave in [a, b], we have the
following well-known properties of the remainder functional R[QTr

n ; f ] := I[ f ]− QTr
n [ f ]:

(i) Definiteness: R[QTr
n ; f ] ≥ 0 ( f convex) , R[QTr

n ; f ] ≤ 0 ( f concave);

(ii) Monotonicity:
∣∣R[QTr

2n; f ]
∣∣ ≤ 1

2

∣∣R[QTr
n ; f ]

∣∣ ;

(iii) A posteriori error estimate:
∣∣R[QTr

2n; f ]
∣∣ ≤ ∣∣QTr

n [ f ]− QTr
2n[ f ]

∣∣ .

Product trapezium cubature rules are natural candidates for approximating double integrals
on a square [a, b]2. For the remainders of appropriately modified trapezium product cubature
rules we prove properties analogous to (i)-(iii) in a suitable class of bivariate integrands.
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Volterra–Fredholm integral equations arise in various physical, biological, and financial
models, yet the case of unbounded domains has received comparatively little attention in the
literature (cf. [1, 2, 3]).

We propose a numerical method based on Lagrange interpolation at Laguerre zeros to
approximate the solution of integral equations of the form

f (x)−
[∫ +∞

0
h(x, y)w(y) f (y)dy +

∫ x

0
k(x − y)w(y) f (y)dy

]
= g(x) ,

where x ∈ (0,+∞), f is the unknown function, w(x) = xαe−x, α > −1, and k, h, g are given
functions, with k(i)(0) = 0 for i = 0, 1, . . . , r − 1, r ∈ N.

We study these equations in suitable weighted spaces of continuous functions and con-
struct a sequence of polynomials converging to the exact solution in weighted uniform norm.
We prove the stability and convergence of the method, provide explicit a priori error bounds,
and present numerical examples illustrating its effectiveness.
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The reconstruction of functions from integral data is a fundamental task in various scien-
tific and engineering applications. In this work, we propose two novel families of weighted
polynomial enrichments for the Crouzeix–Raviart finite element to develop accurate approxi-
mation operators for bivariate function reconstruction. The proposed enrichments are based
on exponential Gegenbauer-weighted quadratic and cubic polynomials, which depend on two
parameters, σ > 0 and λ > −1/2. These parameters enable better adaptation to localized
features of the function being reconstructed, particularly for functions with low regularity or os-
cillatory behavior. As a result, the proposed enriched finite elements significantly enhance the
approximation capabilities of the classical Crouzeix—Raviart finite element, providing greater
flexibility and accuracy in capturing sharp gradients, oscillations, and other intricate features.
Numerical experiments demonstrate the effectiveness of the proposed approach, showing sub-
stantial improvements in reconstruction accuracy compared to the standard Crouzeix–Raviart
finite element.
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In this talk, we introduce a two-dimensional first-kind integral model used in applied geo-
physics to investigate subsoil properties in a non-invasive way. The model describes the inter-
action between the soil and an electromagnetic device. The aim is to reconstruct the electrical
conductivity of the soil from electromagnetic data [1]. The definition of the two-dimensional
model is derived, and a numerical study of the forward model based on Gauss-Legendre
quadrature formulae is presented. To solve the inverse problem, a linear system obtained from
the discretization of the integral equation in the model is considered. The main difficulty is
the severe ill-conditioning of the system, so a regularization strategy is applied to obtain good
solutions. Some numerical tests show the effectiveness of the proposed approach.
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Multiple orthogonal polynomials are a generalization of orthogonal polynomials in the sense
that they satisfy orthogonality conditions with respect to r ∈ N different weight functions si-
multaneously. Here, we present multiple orthogonal polynomials that satisfy orthogonality
conditions with respect to the set of r bilinear forms defined on the linear space of algebraic
polynomials [1], as well as on the linear space of trigonometric polynomials, with special atten-
tion to even weight functions. These bilinear forms naturally arise in the construction of sets
of anti-Gaussian quadrature rules for the optimal sets of quadrature rules in Borges’ sense on
the mentioned spaces.
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In this talk, we present a novel discrete collocation method for the numerical solution of
Fredholm integral equations of the second kind in C[−1, 1] equipped with the uniform norm.
The method is based on a recently introduced rational interpolation scheme developed in the
general framework of reproducing kernel Hilbert spaces [3]. This rational approximation has
no real poles, uniformly bounded Lebesgue constants and interpolates the target function at
arbitrary Jacobi nodes. Moreover, it achieves uniform convergence for all continuous functions
with an approximation rate that matches at least that of the best uniform polynomial approxi-
mation. These interesting properties are inherited by the numerical method for which stability,
convergence and good conditioning are established under minimal assumptions on the inte-
gral kernel. A series of numerical experiments confirm the theoretical results and indicate that
the proposed method offers a robust and effective alternative in several challenging cases for
Nyström-type and polynomial collocation methods based on the same nodes (see, e.g., [1, 2]).
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The idea of Generalized Locally Toeplitz (GLT) sequences has been introduced as a gener-
alization both of classical Toeplitz sequences and of variable coefficient differential operators
and, for every sequence of the class, it has been demonstrated that it is possible to give a
rigorous description of the asymptotic spectrum in terms of a function (the symbol) that can be
easily identified.

For every r, d ≥ 1 the r-block d-level GLT class has nice ∗-algebra features and indeed
it has been proven that it is stable under linear combinations, products, and inversion when
the sequence which is inverted shows a sparsely vanishing symbol (sparsely vanishing sym-
bol = a symbol whose minimal singular value vanishes at most in a set of zero Lebesgue
measure). Furthermore, the GLT ∗-algebras virtually include any approximation of partial dif-
ferential equations (PDEs), fractional differential equations (FDEs), integro-differential equa-
tions (IDEs) by local methods (Finite Difference, Finite Element, Isogeometric Analysis etc)
and, based on this, we demonstrate that our results on GLT sequences can be used in a
PDE/FDE/IDE setting in various directions, including preconditioning, multigrid, spectral de-
tection of branches, fast ’matrix-less’ computation of eigenvalues, stability issues, asymptotic
low-rank structures, and challenges such as the GLT use in tensors, stochastic, machine learn-
ing algorithms. We will discuss also the impact and the further potential of the theory with
special attention to new tools and to new directions as those based on symmetrization tricks,
on the extra-dimensional approach, and on blocking structures/operations.
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There are lots of specific error bounds of the Gaussian quadrature rules with simple and
multiple nodes for functions analytic in a region of the complex plane that contains the interval
of integration. They depend on the kind of a quadrature and the measure relative to which
the quadrature is considered. We are aware of only one kind of error bound for the standard
Gauss quadrature rule with respect to a general measure, given by von Sydow [1], and its
generalization to the Gauss-Turán quadrature rule, given by the author [2]. In this paper we
consider that kind of the general error bound for the positive interpolatory quadrature rules,
in particular for some of their important subclasses. In many numerical experiments we per-
formed (cf. [3]), the results show that the proposed general error bound is of the same range
as the existing specific error bounds.
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Let D+ be defined as D+ = {z ∈ C : |z| < 1, Imz > 0} and let Γ be a unit semicircle
Γ = {z = eiθ : 0 ≤ θ ≤ π} = ∂D+. Let w(z) be a weight function which is positive and
integrable on the open interval (−1, 1), though possibly singularity at the endpoints, and which
can be extended to a function w(z) holomorphic in the half disc D+. Orthogonal polynomials
on the semicircle with respect to the complex-valued inner product

( f , g) =
∫

Γ
f (z)g(z)w(z)(iz)−1 dz =

π∫
0

f (eiθ)g(eiθ)w(eiθ)dθ

was introduced by Gautschi and Milovanović in [2] (for w(x) = 1), where the certain ba-
sic properties were proved. Such orthogonality as well as the applications involving Gauss-
Christoffel quadrature rules were further studied in [1] and [5]. Inspired by Laurie’s paper [3],
Milosavljević at el. in [4] introduced anti-Gaussian quadrature rules related to the orthogonal-
ity on the semicircle, presented some of their properties, and suggested a stable numerical
method for their construction. In this lecture we introduce the generalized averaged Gaussian
quadrature rules on the semicircle. Two methods for their construction and some properties
are included. In addition, the accuracy of such quadrature rules and applications are demon-
strated through numerical examples.
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Many quadrature rules are designed to be exact for easily integrable functions similar to
the integrand. The Gauss formula with n nodes is exact on the space of all polynomials
of degree ≤ 2n − 1 and it represents a unique optimal interpolatory quadrature rule. It is
suitable for application if the integrand is polynomial-like. Note that a function can be similar to
certain polynomials, but not similar to some other polynomials. This motivates us to construct
a quadrature rule exact only on a subspace of polynomials that share certain properties with
the integrand. After choosing m arbitrary points xk (at which the integrand is defined), we
transform the given integral into a sum of an integral that does not cause a quadrature error
and an integral with a property that the points xk are the zeros of its modified integrand.
Then, we approximate the integral of the modified integrand by an n-point formula exact on
the subspace of polynomials of degree ≤ 2n − 1+ m with m fixed zeros xk (those fixed zeros
are not a disadvantage, since the modified integrand has the same zeros) – such a formula is
said to have a quasi-degree of exactness 2n − 1 + m.
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We present new modifications of Goodman-Sharma type variants of the classical
Bernstein/Baskakov/Meyer-König and Zeller operators for approximation of continuous func-
tions on [0, 1], [0, ∞), [0, 1), respectively.

Our approach gives new operators which are linear but not positive. In each case we prove
a direct inequality and a strong converse inequality with estimates in the sense of a related
K-functional. Moreover, the suggested operators have the advantage of second order rate of
approximation, compared with the first order for the classical operators, see [1, 2, 3].
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Fractional differential equations have, over the previous decades, attracted more and more
attention from the mathematical community, due to both their interesting analytical properties
and widespread applicability in scientific modeling. While there are multiple, typically non-
equivalent definitions of fractional derivatives in use, equations with Caputo-type fractional
operators are perhaps most often used, since they allow, among other things, the use of “more
natural” initial conditions for problems of fractional order greater than one. As a result, many
competing numerical methods have been devised and investigated for approximating their
solution; for some such methods, their Matlab codes have also been made available. The
aim of the present contribution is to is to highlight a systematic comparison of some of such
codes on a selected set of test problems, published in [1], and to introduce the FDE-testset
environment available on the website https://people.dimai.unifi.it/brugnano/FDEtestset.
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This paper investigates the use of weak convergence in Stratonovich stochastic differen-
tial equations (SDEs), shifting the focus from the robust convergence techniques previously
employed. We introduce a novel application of the trivial coupling method within the weak
convergence framework, specifically addressing non-invertible equations. Our approach sim-
plifies the handling of random scenarios and computational tasks, with potential applications
spanning physics, biology, and engineering. We provide a detailed account of the method,
including its theoretical background and practical implementation using MATLAB. Our results
confirm the validity of our approach, demonstrating its effectiveness even with degenerate dif-
fusion coefficients. This advancement in weak convergence strategies offers new insights and
practical solutions for complex systems and opens avenues for further research.
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LOW RANK AND SPARSE SPLITTING FOR GLYPH EXTRACTION
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This work is concerned about the extraction of archaeological glyphs from a surface by
extending the approach introduced in a previous work [1]. As in that work, the input surface is
decomposed into the sum of two components: a smooth surface representing the underlying
general shape, and a sparse one capturing the fine details, including the glyphs. However,
instead of relying on the Fractional Laplacian differential operator to extract the smooth com-
ponent, we propose a novel variational framework that promotes low-rank matrices via nuclear
norm minimization. This formulation leads to a convex optimization problem that is less sen-
sitive to boundary conditions and effectively isolates the localized features associated with the
glyphs. In addition, we explore non-convex sparsity models by incorporating quasi-norms ℓq
with q < 1, which further enhance the separation of fine structures. We evaluate the effective-
ness of the method on both synthetic and real archaeological datasets and propose strategies
for reducing the computational cost of the algorithm.
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ITERATED ℓ2 − ℓq REGULARIZATION
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In many areas of science and engineering we are faced by linear inverse problems. The
solution of this kind of problems is very sensitive to perturbations in the data. To reduce the
sensitivity of the computed solution to perturbations in the data, one employs regularization.
Instead of solving the original problem, one may solve an ℓ2-ℓq minimization problem, i.e., one
minimizes a weighted sum of a squared Euclidean norm of a fidelity term and the qth power
of the ℓq-norm with 0 < q ≤ 2 of a regularization term, where we note that the “ℓq-norm”
does not satisfy all properties of a norm for 0 < q < 1, see, e.g., [2, 3] and references
within. This poster describes an iterated variant of this regularization approach [1]. It is known
that iterated variants of Tikhonov regularization yields computed solution of higher quality than
“standard” Tikhonov regularization. We show that iterated ℓ2-ℓq minimization gives computed
solutions of higher quality than standard ℓ2-ℓq minimization. Computed examples illustrate the
performance of the proposed method.
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A NYSTRÖM METHOD FOR 2D FREDHOLM INTEGRAL EQUATIONS BASED ON

ANTI-GAUSSIAN CUBATURE FORMULAE

P. Díaz de Alba, L. Fermo, and G. Rodriguez
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Fredholm integral equations defined on the square are considered and a numerical method
of Nyström-type is proposed for their numerical solution. The method is based on Anti-Gauss
cubature rules, proposed in [1] for the first time; see also [2] for the numerical implementation.
The stability, convergence, and conditioning of the proposed Nyström-type method are studied
in suitable weighted spaces. The numerical solution of the resulting dense linear system is
also investigated and several numerical tests are presented.
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EXTREMAL FUNCTION AND SEQUENCE FOR HARDY INEQUALITIES IN Lp AND lp

I. Gadjev
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The behaviour of the smallest possible constants d(a, b) and dn in classical Hardy inequal-
ities ∫ b

a

(
1
x

∫ x

a
f (t)dt

)p
dx ≤ d(a, b)

∫ b

a
f p(x)dx

and
n

∑
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k
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≤ dn

n

∑
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ap
k

is discussed. For p = 2 the exact constant d(a, b) and the exact rate of convergence of dn
are established and the extremal function and the “almost extremal” sequence are found. For
2 < p < ∞ the exact rate of convergence of d(a, b) and dn are established and the “almost
extremal” function and sequence are found.
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ON THE SPECTRAL DISTRIBUTION AND MAXIMAL RESULTS FOR GEOMETRIC

MEANS OF HPD GLT MATRIX SEQUENCES

M. F. Khan and S. Serra-Capizzano
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Como, Italy
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In this work, we extend our previous analysis [1] on the spectral distribution of the geomet-
ric mean of matrix-sequences formed by Hermitian Positive Definite (HPD) matrices under the
framework of Generalized Locally Toeplitz (GLT) ∗-algebra. Building upon our earlier results,
we address the necessity of the invertibility assumption on the GLT symbols for ensuring that
the geometric mean admits the expected spectral distribution. Motivated by the fact that inver-
sion is required mainly due to non-commutativity, we consider the case where the GLT symbols
commute and rigorously prove that the invertibility assumption can be relaxed, thereby resolv-
ing a longstanding conjecture in the field.

Furthermore, we extend the spectral analysis to the Karcher mean for more than two HPD
GLT matrix-sequences, showing that the resulting mean remains within the GLT class, with the
symbol given by the geometric mean of the individual symbols. Numerical experiments validate
our theoretical findings and illustrate the extremal spectral behavior and the emergence of GLT
momentary symbols in the case of non-commuting, degenerate symbols, where the standard
distribution formula fails or becomes ill-posed.

Finally, our results are extended to the multilevel block case (for r, d ≥ 1), offering a
broader generalization and deeper numerical validation for the spectral theory of geometric
means of structured matrix-sequences.
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QUADRATURE ERROR ESTIMATES FOR KERNELS WITH LOGARITHMIC

SINGULARITY

C. Sorgentone, I. Labaali , and M. R. Lancia
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Roma, Italy
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In this work, we present accurate error estimates for two commonly used quadrature
rules—the Gauss-Legendre and trapezoidal rules—when applied to the numerical evalua-
tion of two-dimensional layer potentials with logarithmic singularities. Accurately estimating
quadrature error is crucial in boundary integral methods, especially as the evaluation point
nears the boundary of the domain. In such cases, the integrals become nearly singular, and
the standard quadrature error can grow rapidly. Our results provide a way to quantify this error
growth, helping practitioners to recognize when standard methods no longer provide sufficient
accuracy and specialized quadrature techniques are necessary. These estimates represent
the fundamental key to build novel efficient numerical solvers for boundary integral equations.
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APPROXIMATION OF FRACTIONAL DERIVATIVES IN ZYGMUND-HÖLDER SPACES

OF FUNCTIONS

M. C. De Bonis, D. Occorsio,
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We present a numerical method for approximating Hadamard finite-part integrals of the
type

Hp,ν( f , y) =
∫ y

0

f (x)
(y − x)p+1+ν

dx, p ∈ N, 0 < ν < 1, y ∈ (0, 1),

proving that it is stable and convergent in Zygmund-Hölder spaces.
In view of the relations of Hp,ν( f , y) with Riemann-Liouville and Caputo fractional deriva-

tives (e.g. [1, 2])

(Dp+ν
RL f )(y) =

1
Γ(−p − ν)

Hp,ν( f , y),

(Dp+ν
C f )(y) = (Dp+ν

RL f )(y)−
p

∑
k=0

(Dk f )(0)
Γ(k − p − ν + 1)

yk−p−ν.

such a new method has been employed to approximate them with high accuracy. Some nu-
merical tests are provided, that confirm the theoretical estimates.
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ASYMPTOTIC BEHAVIOR OF THE MODULUS OF THE KERNEL AND ERROR

BOUNDS OF ANTI-GAUSSIAN QUADRATURE FORMULAS WITH JACOBI WEIGHTS

A. V. Pejcev, S. M. Spalevic, R. Orive, L. Mihić, M. Pranić
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The remainder term of anti-Gaussian quadrature rules for analytic integrands with respect
to Jacobi weight functions ωa,b(x) = (1 − x)a(1 + x)b, where a, b > −1, is analyzed, and
sharp estimates of the error are provided. These kinds of quadrature formulas were introduced
by D.P. Laurie and have been recently studied by M.M. Spalević for the case of Chebyshev-type
weight functions ω.
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NYSTRÖM METHODS FOR NONLINEAR VOLTERRA INTEGRAL EQUATIONS
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We consider Nonlinear Volterra Integral Equations (NVIEs) of type

y(s) + µ
∫ s

a
k(t, s) f (t, y(t))(s − t)α(t − a)β dt = g(s), s ∈ (a, b], (2)

where α, β > −1, k,g and f are given functions, and y is the unknown. While equations of
type (2) appear in numerous applications, this study specifically examines NVIEs as a reformu-
lation (see, for example [1]) of equivalent nonlinear Fractional Differential Equations (FDEs).
Here we introduce two Nyström-type methods based on product-type polynomial quadrature
formulae. In particular, following an idea proposed in [2], the first formula is based on the poly-
nomial approximation using the Generalized Bernstein polynomials, whereas, inspired by [3],
the second is constructed using the Lagrange polynomials. The resulting Nyström methods
are stable and convergent. Some examples of both NVIE and FDE numerical resolution are
also given.
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SYMBOL-BASED MULTILEVEL BLOCK τ PRECONDITIONERS FOR MULTILEVEL

BLOCK TOEPLITZ SYSTEMS: GLT-BASED ANALYSIS AND APPLICATIONS

S. Y. Hon, C. Li, R. L. Sormani, R. Krause, and S. Serra-Capizzano
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Palazzo delle Scienze, Via Ospedale 72, Cagliari, Italy
rositaluisa.sormani@unica.it

Preconditioning techniques for Toeplitz linear systems have been a prominent area of re-
search for several decades, particularly in the real symmetric (or, more generally, Hermitian)
case, where many effective strategies have been developed. In contrast, the real nonsymmet-
ric case remains less explored, mainly due to the challenges associated with analyzing the
eigenvalues and, consequently, the convergence behavior of iterative solvers.

To address this issue, we employ a symmetrization technique that transforms the coeffi-
cient matrix into a real symmetric Hankel structure with a known eigenvalue distribution. By
leveraging Generalized Locally Toeplitz (GLT) theory, we then develop a novel preconditioning
strategy involving centrosymmetric preconditioners, such as those derived from the τ algebra.
This approach constitutes a general framework, as it relies solely on the generating function
of the Toeplitz matrix, under the mild assumption that it is well-defined. Moreover, the results
can be extended to both the multilevel and the block setting.

Finally, we demonstrate the effectiveness of this approach by applying it to large, dense
and ill-conditioned linear systems arising from the discretization of space-fractional diffusion
equations. Through a series of numerical experiments, we assess the performance of our
proposal against several state-of-the-art preconditioners.
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A NEW CLASS OF QUADRATURE RULES FOR ESTIMATING THE ERROR IN

GAUSS QUADRATURE

S. M. Spalević
Department of Mathematics, University of Beograd
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Averaged Gaussian quadrature rules are introduced as alternatives to the Gauss-Kronrod
quadrature rules, when we use them for estimating the error of the corresponding Gauss
quadrature rules. Their lack might be that they are not always internal. In those cases we
introduce the new averaged Gaussian quadratures NAG, which can be used as an alternative
to the averaged Gaussian quadrature rules, especially in the cases when the former rules are
internal and the latter are not. We present here in short a part of the results that are obtained
jointly with A. V. Pejčev, L. Reichel and M. M. Spalević (cf. [1]).
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SPACE–NONLOCAL DESCRIPTION OF CELL MOVEMENT
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We propose a new space–nonlocal model based only on integral terms describing cell
movement caused by various interactions. These terms retain the basic properties of the
corresponding space–local (that is, differential) terms. Interactions between real objects take
place at a certain distance between them, which may be caused, for example, by their geomet-
ric shapes. Unlike the local (differential) model, the proposed space–nonlocal model does not
exhibit blow–ups of solutions. On the other hand, the nonlocal terms approximate the corre-
sponding local terms. The model refers to cancer invasion on surrounding tissue, but the gen-
eralization to any movement of biological object is straightforward. The performed numerical
simulations show how nonlocal effects affect the dynamics of the system under consideration.
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Spalević M. S., 56
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