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In the regularized linear regression models the appropriate choice of the tuning parameter
plays a dominant role in the selection of the correct model. Most statistical methods employ
the tool of the generalized cross-validation (GCV) for the selection of values of this parameter.
In this work, we are concerned with the estimation of this parameter rather than its direct
computation. We study numerical methods based on extrapolation for estimating the GCV
function. Error estimates developed from the solution of linear systems are also employed and
tested. We apply simulations for different statistical designs and we report the Type I and Type
II error rates in order to compare the behaviour of the proposed method with the corresponding
estimates of the tuning parameter which are obtained by minimizing the exact GCV function.
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