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Let A be a symmetric positive definite matrix.

It can be decomposed as A = LLT where L is a lower
triangular matrix with positive diagonal elements.

Then, the system Ax = b writes LLT x = b.

Setting y = LT x, we have Ly = b.

Solving this lower triangular system gives the vector y.

Then x is obtained as the solution of the upper triangular
system LT x = y.

There are formulae for computing explicitly the elements of
the matrix L.

This is Cholesky’s method.

2



THE LIFE OF CHOLESKY

André Louis Cholesky was born on October 15, 1875 in
Montguyon, around 35km nord–east of Bordeaux.

He was the son of André Cholesky, an hotel–keeper, and of
Marie Garnier.
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He went to the high school in Saint-Jean-D’Angély.

He obtained his “baccalauréat” in Bordeaux in 1893.

In October 1895, he entered as a student at École
Polytechnique for 2 years.
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His professors were Camille Jordan and Georges Humbert for
analysis, Émile Haag for geometry, Octave Callandreau for
astronomy and geodesy, and Henri Becquerel for physics.

In October 1897, after finishing École Polytechnique, he
became Sous-Lieutenant, and studied at the École
d’Application de l’Artillerie et du Génie in Fontainebleau.

Among others, he had lectures on ballistic and topography.

He ended 5th over 86.
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On October 1st, 1899, he became Lieutenant in the 22th
Régiment d’Artillerie.

From January 17 to June 27, 1902 he was sent to Tunisia and
again from November 21, 1902 to May 1st, 1903. From
December 1903 to June 1906, he was in Algeria.

On June 24, 1905, he was appointed to the Geographical
Service of the Headquarters of the Army. He was in the
section having to mesure the length of the meridian of Lyon.

On May 10, 1907 he married his first cousin Anne Henriette
Brunet, born June 27, 1882. They will have 4 children.
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Cholesky went to Crete, then occupied by the international
troops, from November 7, 1907 to June 25, 1908. He had to
cartography the British and French parts of the island in the
Lasiti plateau.

On March 25, 1909, he was promoted to Captain.

On August 28, 1909, he had to serve as the head of a battery
for two years.

It is during this period that he found his method for the
solution of systems of linear equations.

In October 1911, he was again appointed to the
Geographical Service of the army as head of surveying in
Tunisia and Algeria. He stayed in these countries until August
2, 1914, the day of the mobilization. He was head of the
Topographical Service in Tunis.
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After 3 months as the head of a battery, he was appointed
at the Geographical Service and worked on canvas for
shooting.

From September 1916 to February 1918, he was sent to
Romania and became head of the Geographical Service
that he completely reorganized.

On July 7, 1917 he was promoted Commandant.

In June 1918, he was appointed at the 202th Regiment of
Artillerie of the Army of General Mangin. This army was
fighting in Picardie between the river Aisne and Saint-Gobain.
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On August 31, 1918 Cholesky was killed north of Bagneux,
around 10km north of Soissons. He was first buried in the
cemetery Chevillecourt near Autrèches, 15km east of
Soissons.

On October 24, 1921 his grave was transferred to the
cemetery of Cuts, 10km south-east of Noyon.
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Figure 1: Bagneux, Autrèches and Cuts
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CHOLESKY’S SCIENTIFIC WORKS

Cholesky was a topograph in the Geographic Service of the
Army.

His work mainly consisted in drawing maps of various scales.

From December 1909 and, at least, until January 1914 he was
a Professor at the École Spéciale des Travaux Publics, du
Bâtiment et de l’Industrie founded in 1891 by Léon Eyrolles.
The studies were only by correspondence and Cholesky had
to write lecture notes for the students.

In the archives, we found many manuscripts which, in fact,
were incorporated in a book he published around these
years. It contains 442 pages, 100 figures and 18 photos of
instruments.
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This book was quite successful since it had, at least, 7 editions
and was still in the catalogue of the publisher 30 years after
Cholesky’s death.

The archives also contain another book with the title Cours
de Calcul Graphique, several manuscripts describing the use
of instruments for topography, and many military document
on the organization of the work of a geographical officer, on
shooting, etc.
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HISTORICAL CONTEXT

A system of linear equations has infinitely many solutions
when the number of unknowns is greater than the number of
equations.

Among all possible solutions, one look for the solution
minimizing the sum of the squares of the unknowns.

This is the case in the compensation of the triangles in
topography which interested Cholesky.
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When the matrix A is symmetric, Gauss method makes no use
of this property and needs too many arithmetical operations.

In 1907, Otto Toeplitz (Breslau, Allemagne, 1881 - Jerusalem,
1940) showed that an Hermitian matrix can be factorized into
a product LL∗ with L lower triangular, but he gave no rule for
obtaining the matrix L.

This is what Cholesky did in 1910.
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AFTER CHOLESKY

Cholesky method was presented for the first time in 1924 in a
note by Commandant Benoît, a French geodesist who knew
Cholesky well.

But the method remained unknown outside the circle of
French military topographers.

Cholesky method was rebirth by John Todd who taught it in
his numerical analysis course at King’s College in London in
1946 and thus made it known.

He tells

AFTER CHOLESKY 27



In 1946 one of us (J.T.) offered a course at Kings’
College, London (KCL) on Numerical Mathematics.
While we had some wartime experience in numerical
mathematics, including characteristic values of
matrices, we had had little to do with the solution of
systems of linear equations. In order to see how this
topic should be presented, we made a survey of
Math. Rev. (at that time easy!) and found a review
(MR7 (1944), 488), of a paper by Henry Jensen, written
by E. Bodewig. Jensen stated “Cholesky’s method
seems to possess all advantages.” So, it was decided
to follow Cholesky and, since the method was clearly
explained, we did not try to find the original paper.
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John Todd continues

Leslie Fox (1918–1992), then in the newly formed
Mathematics Division of the (British) National Physical
Laboratory (NPL), audited the course and apparently
found the Cholesky Method attractive, for he took it
back to NPL, where he and his colleagues studied it
deeply. From these papers, the Cholesky (or
sometimes Choleski) Method made its way into the
tool boxes of numerical linear algebraists via the
textbooks of the 1950’s.

His colleagues were James H. Wilkinson and Alan M. Turing.
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Some years ago, I was contacted by Michel Gross, one of
Cholesky’s grandsons.

The family wanted to give the documents they possessed to
École polytechnique where Cholesky studied.

The grandson asked me if I wanted to help him to classify
these papers.

I accepted, and we discovered an unpublished handwritten
manuscript by Cholesky where he explained his method
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TRANSLATION OF THE MANUSCRIPT
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On the numerical solution of systems of linear equations
A. Cholesky

The solution of problems depending on experimental data,
which, in certain cases, can be subject to conditions, and to
which we apply the method of least squares, is always
subject to the numerical calculation of the roots of a system
of linear equations. This applies to the search of the laws of
physics; it is also the case for the compensation of geodetic
networks. It is therefore interesting to find a safe and as
simple as possible process for the numerical solution of a
system of linear equations.

The process that we will specify applies to symmetrical
systems of equations to which leads the method of
least–squares; but we will first notice that the solution of a
system of n linear equations in n unknowns can easily be
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reduced to the solution of a system of n symmetric equations
in n unknowns.

Indeed, let us consider the following system:

I





α1
1γ1 + α1

2γ2 + α1
3γ3+ · · · +α1

nγn + C1 = 0

α2
1γ1 + α2

2γ2 + α2
3γ3+ · · · +α2

nγn + C2 = 0

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
αn

1γ1 + αn
2γ2+ · · · +αn

nγn + Cn = 0.

Let us perform the linear transformation represented by the
system:
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II





γ1 = α1
1λ1 + α2

1λ2 + · · ·+ αn
1λn

γ2 = α1
2λ1 + α2

2λ2 + · · ·+ αn
2λn

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
γn = α1

nλ1 + α2
nλ2 + · · ·+ αn

nλn.

The system of equations I giving the n unknowns γ is replaced
by the system III giving the n unknowns λ allowing, using II, to
compute the values of the γ’s.

III





A1
1λ1 + A1

2λ2 + · · ·+ A1
nλn + C1 = 0

A2
1λ1 + A2

2λ2 + · · ·+ A2
nλn + C2 = 0

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
An

1λ1 + An
2λ2 + · · ·+ An

nλn + Cn = 0.
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Generally, we have

IV)

Ap
p =

k=n∑

k=1

(αp
k)2

Aq
p =

k=n∑

k=1

αp
kαq

k.

The coefficient Aq
p is obtained by the product of the

coefficients of the rows p and q of the system I which are in
the same column and effecting the sum of the products thus
obtained in the n columns, which can be symbolically
expressed by saying that Aq

p is the product of the row p by the
row q.

As the order of the factors can be reversed in each product,
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we immediately see that

Aq
p = Ap

q

in the determinant of the system III the terms symmetric with
respect to the diagonal are equal, i.e. the system of
equations with λ is symmetric.

Therefore, we propose to solve a system of equations of the
form III. Notice, from what precedes, that the system of
equations II, if the unknowns γ were assumed to be known,
will be a system of equations in the λ’s, equivalent to the
system III. It would therefore be a way to solve the system III if
it was possible to find a system I allowing to easily compute
the γ’s.
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This is what happens if, in the system I

the first equation only contains γ1

the 2nd γ1 et γ2

the 3rd γ1, γ2 et γ3

and so on. We can indeed compute similarly all the γ’s
successively from γ1.

The problem is thus reduced to the search of the system

V)





α1
1γ1 +C1 = 0

α2
1γ1 + α2

2γ2 +C2 = 0

α3
1γ1 + α3

2γ2 + α3
3γ3 +C3 = 0

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
αn

1γ1 + αn
2γ2 + αn

3γ3 + · · ·+ αn
nγn +Cn = 0.
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This system being indeed found, the problem becomes very
easy since the system II is replaced by the system IV which
allows to compute the λ’s step by step from λn.

VI)





α1
1λ1+ α2

1λ2+ · · · · · · +αn
1λn − γ1 = 0

α2
2λ2+ α3

2λ3 · · · +αn
2λn − γ2 = 0

α3
3λ3 · · · +αn

3λn − γ3 = 0

· · · · · · · · · · · · · · · · · · · · ·
αn

nλn − γn = 0.

We will easily compute the coefficients α starting from the
coefficients A of the system III, by applying the general
relations IV) to the system V. This shows that one can
compute row by row all the coefficients of the system VI
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1th row





A1
1 = (α1

1)2 d’où α1
1 =

√
A1

1

A1
2 = α1

1α2
1 α2

1 =
A1

2

α1
1

· · · · · · · · · · · ·

A1
p = α1

1αp
1 αp

1 =
A1

p

α1
1

A1
n = α1

1αn
1 αn

1 =
A1

n

α1
1

2nd row

the α1 are already

known by the computation

of the 1th row





A2
2 = (α2

1)2 + (α2
2)2 α2

2 =
√

A2
2 − (α2

1)2

A2
3 = α2

1α3
1 + α2

2α3
2 α3

2 =
A2

3 − α2
1α3

1

α2
2

A2
p = α2

1αp
1 + α2

2αp
2 αp

2 =
A2

p − α2
1αp

1

α2
2
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pth row

All the α with a lower index

smaller

than p are known from

the computation of the

preceding rows.





Ap
p = (αp

1)2 + (αp
2)2 + (αp

3)2 + · · ·+ (αp
p−1)2 + (αp

p)2

αp
p =

√
Ap

p − (αp
1)2 − (αp

2)2 − (αp
3)2 − · · · − (αp

p−1)2

Aq
p = αp

1αq
1 + αp

2αq
2 + αp

3αq
3 + · · ·+ αp

p−1αq
p−1 + αp

pαq
p

αq
p =

Aq
p − αp

1αq
1 − αp

2αq
2 − · · · − αp

p−1αq
q−1

αp
p

q > p

As for the computation of the γ’s, it is easily obtained using
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the equations V. We obtain

(−γ1) =
C1

α1
1

(−γ2) =
C2 − α2

1(−γ1)
α2

2

· · · · · · · · · · · · · · · · · · · · · · · · · · ·
(−γp) =

Cp − αp
1(−γ1)− αp

2(−γ2)− · · ·
αp

p

which shows that the coefficients (−γ) which appear in the
table of the equations VI) are computed with respect to the
constant terms C of the table III exactly in the same way as
the coefficients α with respect to the A’s.

The computations can be presented in a convenient way

TRANSLATION OF THE MANUSCRIPT 51



into a single table. The given equations being symmetric, it is
sufficient to write, in the table, the coefficients in a single side
of the diagonal, above for example.

The transformed equations of system VI can then be
displayed under the diagonal symmetrically to the given
equations, each new equation occupying a column below
the diagonal.

The writings are restricted to the replication of the
coefficients α; indeed, the computation of a coefficient α of
the form

∑
mn

K is realized on a calculator by a sequence of
multiplications which are automatically and algebraically
added on the machine, the algebraic sum being
immediately divided by K. Thus, the most complicated
operation that the machine is able to perform is used, then
the maximal output of this machine is obtained, while staying
as much as possible away from the errors [deleted and
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replaced by “faults”], frequent in the transcription of the
digits read.

Simplifications in the application of the formulae or precious
indications are found in the layout of the computations, and
in the use of the calculator as well. Let us give one single
example: the calculators of “Dactyle” type record the
quotient in white or red digits according if the division is
performed by turning [translator: the crank] in the direction
of addition or substraction, and it follows that every
coefficient α being the result of a division on the machine, its
sign is indicated by the color of the digits that compose it;
sign errors are thus easily avoided.

It seems useless to dwell on the rest of the resolution, that is
on the computation of the λ from the system VI). Indeed, we
immediately see how we can turn back from λn to λn−1, then
to λn−2, and so on until λ1.
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We can highlight the advantages of this method of solving
linear systems in terms of the approximation with which the
results are obtained.

Every solution method must necessarily lead to a system of
equations of the type of the system VI allowing to obtain
directly one of the unknowns and to determine successively
all the others. Assume that we have been led to the system:

VII





δ1
1λ1+ δ2

1λ2+ · · · +δn
1 λn − ε1 = 0

δ2
2λ2+ · · · +δn

2 λn − ε2 = 0

· · · · · · · · · · · · · · · · · ·
δn
nλn − εn = 0

We can put in correspondence this system with a second
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system giving the values of the ε’s, that is:

VIII





β1
1ε1 +C1 = 0

β2
1ε1 + β2

2ε2 +C2 = 0

· · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · · ·
βn

1 ε1 + βn
2 ε2 + · · ·+ βn

nεn +Cn = 0.

Formulae IV are then replaced by the following ones:

Ap
p =

k=p∑

k=1

(βp
kδp

k)

Aq
p =

k=p∑

k=1

(βp
kδq

k).

From what we can conclude that the unique system of the
coefficients α that we previously used is replaced in all the
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other modes of resolution by a double system of coefficients
β and δ such that we always have βq

pδq
p = (αq

p)
2.

But the calculations are performed necessarily with a limited
accuracy and we are led, to avoid errors [deleted and
replaced by “faults”] and make the computation as simple
as possible, to compute all the numbers used with a fixed
number of figures. It follows that the numbers α, β, δ are
affected by an error η depending on the neglected figures
and independent of the magnitude of the number
calculated.

The use of the quantity (αq
p)

2 in the computations
corresponds to the introduction of an error 2αq

pη.

The use of the equal quantity (βq
pδq

p) corresponds to the
introduction of the error (βq

p + δq
p)η.

We know that the product βq
pδq

p being constant, the sum of its
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two factors attains its minimum when they are equal. Thus,
the smallest error that could be introduced is

2αq
pη.

As a result, the mode of resolution of linear systems which has
just been exposed appears as the one which provides the
best approximation of the computations.

This property allows to reduce to its strict minimum the
number of figures to be used in the computations, it widely
compensates the small inconvenience of using the square
root in the solution of linear equations.

Especially since the square root can be easily and rapidly
obtained with a calculator by the following procedure which
is completely different from the processes usually indicated
by calculators’ manufacturers.
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Let us extract the square root of a number N .

Assume that a number n close to the required root r is known.

As to fix the ideas

r = n + ε

N = r2 = (n + ε)2 = n2 + 2nε + ε2.

If ε2 has its last digit one order less than what we want to
compute, we have the right to write

N = n2 + 2nε = n(n + 2ε)

that is, dividing N by n, we have as the quotient

n + 2ε.

2ε represents the excess of this quotient on the divisor n, and
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we obtain r by adding the half of this excess to n.

Practically, it is advantageous to have at one’s disposal a
table of squares which gives at first sight the square root of
any number with 3 exact significant figures.

ε

n
is then smaller than

1
102

ε2

n2

1
104

.

The first division gives the square root with 5 significant figures.

ε4

n4
is smaller than à

1
108

thus the 2nd division made with the root having 5 exact
figures would give 9 exact significant digits and so on.

We can state a simple rule assuming that the number has a
decimal point at the right of the first digit on the left. Under
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these conditions each division doubles the number of
decimal places the root.

Using this method, an exercised operator gets in a few
seconds the square root of a number of 5 digits with the
same number of exact figures.

The method for solving linear systems which has just been
exposed was supplemented by an adaptation of the
verification procedure indicated by Gauss under the name
of proof by sums.

The verification is obtained as follows: we juxtaposes to the
constant term Cp of the equation of rank p a term Vp given by
the relation −Vp = Ap

1 + Ap
2 + · · ·+ Ap

n + Cp.
Under these conditions the sum of the numbers listed in the
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row p of the system of equations is zero. If we treat Vp in the
resolution the same way as Cp, this linear relation will be
preserved and it will still be true for the coefficients α.

Moreover, it will still be possible to verify the computation of
the λ’s from the system of equations VI), since if we replace in
the equations III the constant terms C by the checking terms
V , the operation is equivalent to changing λ into (1− λ); the
computation of the unknowns made with the V ’s therefore
gives values λ′ such that λp + λ′p = 1.

It is possible, operating as just said, to succeed for sure and in
a short time the resolution of very complex systems of
equations.

The solution of a system of 10 equations with 10 unknowns
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can be obtained with 5 exact figures in 4 to 5 hours,
including the verification of the equations and the
computation of the residuals.

By this method, several systems over 30 equations were
solved and, in particular, a system of 56 equations. This last
case is part of a compensation calculation of the altitudes of
the primordial chains of the triangulation of Algeria. Because
of the importance of calculations and to avoid congestion,
we had to adopt a special arrangement, but the
computations have been conducted exactly as has been
said.

Vincennes 2 December 1910

Signature
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The family

The first member of the family encountered in the archives is
Thomas Cholesqui, with this spelling, around 1770.

It seemed to be issued from a noble Polish family. But this is
not sure since some documents mention Pozsoni (Presbourg
in French, and then Bratislava after 1919), the capital of
Hungary during the 18th century.

According to some other sites, the family could come from
Ukraine.
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                                                       (1) Thomas Cholesky 
 

         (2) Jean Cholesky 

 

                                                                               

   

                             (4) Louis Cholesky                 (3) Jean Cholesky 

 

       

  

(7) André (8) Julie  (9) Anne Agathe  (10) Augustin            (11) André          (12) Isidore         (13) Paulin                        (6) Marie             (5) Victor 

   Cholesky  Cholesky        Cholesky       Cholesky     Cholesky    Cholesky    Cholesky   Cholesky Cholesky 

 

 

                                                      

 

(26) Marguerite  (27) Marguerite (28) Pauline  (29) Amélie  (30) François André           

         Laroche          Laroche      Laroche Laroche Laroche 

 

 

 

(16) Onésine   (17) Marie   (18) André    (19) Sara     (20) Maurice (21) Onésine    (22) Ernest    (23) Jean     (24) Henriette      (25) Elie                        (14) Ernest           (15) Edouard         

Cholesky   Suzane        Louis   Andrée       Cholesky        Louis     Léon        Alfred    Suzanne          Charles                 Cholesky               Cholesky 

      Cholesky   Cholesky     Cholesky      Cholesky  Cholesky  Cholesky    Cholesky       Cholesky 

 

 

 

 

(32) René   (33) Françoise  (34) Hélène      (35) André Louis               (36) Arlette      (37) Christianne              (38) Yveline   (31)Marguerite 

       Cholesky         Cholesky     Cholesky              Cholesky                                                      Peyron         Maximilienne                   Cholesky       Cholesky 

                                                        Cholesky  

               

                 

 

 

(40) Catherine (41) Anne et (42) Michel (43) François (44) Jacqueline (45) Phillippe (46) Françoise (47) Christian (48)3 enfants (49) Christian (50) Ali Patrick  (51) 8 enfants (39) Guy 

      Cholesky        Nicolas       Gross    Gross            Gross          Gross       Gross    Gross                                 Pahlavi       Pahlavi             Lévêque 

   

                    

                                        (52) 3 enfants     (53) 4 enfants 
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