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We present a Stochastic version of the EM algorithm for the estimation of La-
tent Classes for binary data in a multilevel cross-classified structure (Columbu &
Vermunt (2021)). Data are cross-classified when first level units can be considered
simultaneously nested within two (or even more) higher level units. The basic idea
of the method is to include a stochastic step between the E and the M step in order
to reconstruct the joint distribution of cross-classified latent classes conditionally to
the observed data. This joint probability cannot be obtained as the product of the
single latent classes probabilities. In particular, in the E-step we consider a Gibbs
sampler by repeatedly simulating from the full conditional distributions of the two
second level and first level component labels. In the M-step the mixing parameters
and the Bernoulli probability parameter are updated. Numerical experiments with
simulated data are presented in order to assess the performances of the method.
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