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#### Abstract

In this article various existence results for the $L D U$-factorization of semiinfinite and bi-infinite scalar and block Toeplitz matrices and numerical methods for computing them are reviewed. Moreover, their application to the orthonormalization of splines is indicated. Both banded and non-banded Toeplitz matrices are considered. Extensive use is made of matrix polynomial theory. Results on the approximation by the $L D U$-factorizations of finite sections are discussed. The generalization of the results to the $L D U$-factorization of multi-index Toeplitz matrices is outlined.


## 1. Introduction

Let $A$ be a bi-infinite Toeplitz matrix $A=\left(A_{i-j}\right)_{i, j \in \mathbb{Z}}$ where $\mathbb{Z}$ is the set of integers and $A_{h}, h \in \mathbb{Z}$, are $k \times k$ matrices, so that $A_{h}$ is a scalar if $k=1$ and a $k \times k$ matrix if $k>1$.

We consider the factorization
(1.1) $A=L D U$,
where $L=\left(L_{i-j}\right)_{i, j \in \mathbb{Z}}$ is a lower triangular matrix, $U=\left(U_{i-j}\right)_{i, j \in \mathbb{Z}}$ is an upper triangular matrix and $D=\left(D_{i-j}\right)_{i, j \in \mathbb{Z}}$ is a diagonal matrix. Thus, $A_{h}, L_{h}, U_{h}$ and $D_{h}, h \in \mathbb{Z}$, are scalars if $k=1$ and $k \times k$ matrices if $k>1$.

This factorization, which exists under very general hypotheses, is not unique. We are especially interested in obtaining efficient methods for finding the unique factorization such that $D$ is nonsingular and $L$ and $U$ are boundedly invertible on the Hilbert space $l_{2}(\mathbb{Z})$ of all square summable bi-infinite complex sequences with $L_{0}=U_{0}=I$ ( $I$ being 1 if $k=1$ and the identity matrix of order $k$ if
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$k>1$ ) and further $L^{-1}$ and $U^{-1}$ are lower and upper triangular Toeplitz matrices, respectively.

The outline of the paper is as follows: in $\S 2$ we give a review of several results on the $L D U$ factorization of bi-infinite and semi-infinite scalar and block Toeplitz matrices; in $\S 3$ we synthetically illustrate the algorithms we are aware of to obtain the spectral factorization of bi-infinite real banded and positive definite scalar Toeplitz matrices; in $\S 4$ we review some useful properties of matrix polynomials; in $\S 5$ we prove the necessary and sufficient conditions for the existence of the $L D U$ factorization of bi-infinite block-tridiagonal Toeplitz matrices. The proof is constructive and leads to a numerical method for obtaining the factorization that we are looking for. In $\S 6$ and $\S 7$ we illustrate two comparatively new research lines and their relevance to the solution of some problems typical of approximation theory. Finally, in $\S 8$ we generalize the $L D U$-factorization results to multi-index Toeplitz and non-Toeplitz matrices.

## 2. Factorization of bi-infinite Toeplitz matrices

Let $l_{2}(\mathbb{Z})$ be the Hilbert space of all square summable bi-infinite sequences with norm

$$
\|x\|^{2}=\sum_{j \in \mathbb{Z}}\left|x_{j}\right|^{2}, \quad x=\left(x_{j}\right)_{j \in \mathbb{Z}}
$$

and inner product

$$
\langle x, y\rangle=x^{*} y=\sum_{j \in \mathbb{Z}} \bar{x}_{j} y_{j}, \quad x=\left(x_{j}\right)_{j \in \mathbb{Z}}, \quad y=\left(y_{j}\right)_{j \in \mathbb{Z}}
$$

where $x^{*}=\left(\bar{x}_{j}\right)_{j \in Z}$.
Consider the bi-infinite Toeplitz matrix $A=\left(A_{i-j}\right)_{i, j \in \mathbb{Z}}$, defined as any bounded linear operator $A$ on $l_{2}(\mathbb{Z})$ that commutes with the right shift $S\left(x_{n}\right)_{n \in \mathbb{Z}}=\left(x_{n-1}\right)_{n \in \mathbb{Z}}$. For Toeplitz matrices in the Wiener class we have

$$
\sum_{j=-\infty}^{\infty}\left|A_{j}\right|<+\infty
$$

Define the symbol by

$$
\hat{A}(z)=\sum_{j=-\infty}^{\infty} A_{j} z^{j}, \quad|z|=1
$$

Then $L D U$-factorization of $A$ with factors and their inverses in the Wiener class amounts to the Wiener-Hopf factorization

$$
\begin{equation*}
\hat{A}(z)=\hat{L}(z) D \hat{U}(z), \quad|z|=1 \tag{2.1}
\end{equation*}
$$

where $D$ is a nonzero constant, $\hat{L}(z)$ and $\hat{L}(z)^{-1}$ are continuous in $|z| \leq 1$ and analytic in $|z|<1$, and $\hat{U}(z)$ and $\hat{U}(z)^{-1}$ are continuous in $|z| \geq 1$ and analytic
in $|z|>1$ (including $\infty$ ). The functions $\hat{L}(z)$ and $\hat{U}(z)$ and the constant $D$ are connected to the factors $L, U$ and $D$ as follows

$$
\hat{L}(z)=\sum_{j=0}^{\infty} L_{j} z^{j}, \quad \hat{U}(z)=\sum_{j=0}^{\infty} U_{-j} z^{-j} \quad \text { and } \quad D=D_{0} .
$$

For $\hat{A}(z)$ in the Wiener class, a Wiener-Hopf factorization (2.1) exists (and its factors $\hat{L}(z), \hat{U}(z)$ and their reciprocals are sums of absolutely convergent Fourier series) if and only if $\hat{A}(z) \neq 0$ for $|z|=1$ and has zero winding number with respect to the origin $[20,14]$. Here the winding number is the unique $\kappa \in \mathbb{Z}$ such that $\log \left(z^{-\kappa} \hat{A}(z)\right)$ is continuous in $|z|=1$.

Let $A^{T}$. denote the transpose of $A$ and $A^{*}$ the adjoint of $A$, i.e. $\left(A^{*}\right)_{i j}=(\bar{A})_{j i}$. A self-adjoint matrix is called positive definite whenever there is a constant $\kappa>0$ such that

$$
x^{*} A x \geq \kappa x^{*} x, \quad x \in l_{2}(\mathbb{Z}) .
$$

Clearly, a Toeplitz matrix $A$ is positive definite if and only if $\hat{A}(z)$ is strictly positive on the unit circle $(\exists \varepsilon>0: \hat{A}(z) \geq \varepsilon,|z|=1$ ). Moreover, a positive definite Toeplitz matrix $A$ in the Wiener class has an $L D U$-factorization with factors in the Wiener class. Said otherwise, (2.1) exists if $\hat{A}(z)$ is the sum of an absolutely convergent Fourier series and is strictly positive on the unit circle [20, 14]. In this case,

$$
D>0, \quad \hat{U}(z)=\hat{L}\left(\bar{z}^{-\mathbf{1}}\right)^{*}
$$

and therefore

$$
\hat{A}(z)=\tilde{L}(z) \tilde{L}\left(\bar{z}^{-1}\right)^{*}, \quad \tilde{L}(z)=\hat{L}(z) D^{1 / 2}
$$

leads to a Cholesky factorization of $A$.
For $A$ in the Wiener class with factorization (1.1), the finite truncations

$$
A^{(n)}=\left(A_{i-j}\right)_{i, j=-n}^{n}
$$

have an $L D U$-factorization for sufficiently large $n$ and the $L D U$-factors in $A^{(n)}$ converge strongly to those of $A$ (cf. [14]).

Now take positive weights $w_{j}$ such that $w_{i+j} \leq w_{i} w_{j}$, and consider the biinfinite Toeplitz matrix $A$ in the weighted Wiener class:

$$
\sum_{j=-\infty}^{\infty} w_{j}\left|A_{j}\right|<+\infty
$$

Putting $\rho_{ \pm}=\lim _{j \rightarrow \pm \infty}\left(w_{j}\right)^{1 / j}$, so that $0<\rho_{-} \leq \rho_{+}<+\infty$, we find that $A$ has a bounded inverse in the same weighted Wiener class if and only if $\hat{A}(z) \neq 0$ when $\rho_{-} \leq|z| \leq \rho_{+}$(cf. [9]). If $\hat{A}(z)$ also has zero winding number with respect to the origin, the $L D U$-factors of $A$ and their inverses are in the above weighted Wiener class.

The following special cases are of particular interest:
(a) $w_{j}=r^{|j|}$ for some $r \geq 1$. Then $\rho_{-}=1 / r$ and $\rho_{+}=r$.
(b) $w_{j}=(1+|j|)^{\alpha}$ for some $\alpha \geq 0$. Then $\rho_{ \pm}=1$.

If $A$ is banded (i.e. $A_{j}=0$ for $|j|>m$ ), then $z^{m} \hat{A}(z)$ is a polynomial of degree $2 m$. Moreover, if $0<\rho_{-} \leq 1 \leq \rho_{+}<+\infty, \hat{A}(z) \neq 0$ for $\rho_{-} \leq|z| \leq \rho_{+}$and $\hat{A}(z)$ has zero winding number with respect to the origin, then the $L D \bar{U}$-factors of $A$ and their inverses are in the weighted Wiener class with weights $w_{j}=p_{+}^{j}$ and $w_{-j}=\rho_{-}^{j}$ for $j \geq 0$.

If $A$ is positive definite and banded, the Cholesky factors of $A$ are banded and their inverses satisfy

$$
\begin{equation*}
\left.\sum_{j=1}^{\infty} \rho_{+}^{j}| | \hat{L}^{-1}\right] \left._{j}\left|<+\infty, \quad \sum_{j=1}^{\infty} \frac{1}{p_{-}^{j}}\right|\left[\hat{U}^{-1}\right]_{-j} \right\rvert\,<+\infty \tag{2.2}
\end{equation*}
$$

if $\hat{A}(z) \neq 0$ for $\rho_{-} \leq|z| \leq \rho_{+}$for certain $\rho_{ \pm}$with $0<\rho_{-}<1<\rho_{+}<+\infty$. The inequalities (2.2) are also true if $A$ satisfies

$$
\begin{equation*}
\sum_{j=0}^{\infty} \rho_{+}^{j}\left|A_{j}\right|<+\infty, \quad \sum_{j=0}^{\infty} \frac{1}{\rho_{-}^{j}}\left|A_{-j}\right|<+\infty, \tag{2.3}
\end{equation*}
$$

for certain $0<\rho_{-} \leq 1 \leq \rho_{+}<+\infty$, and $\hat{A}(z) \neq 0$ for $\rho_{-} \leq|z| \leq \rho_{+}$and $\hat{A}(z)$ has zero winding number with respect to the origin. In particular, if $A_{j}$ and $A_{-j}$ are exponentially decreasing (i.e., if $A_{ \pm j}=O\left(s^{ \pm j}\right)$ as $j \rightarrow+\infty$ for certain $s_{ \pm} \in(0,1)$ ), (2.3) is true for any $\rho_{+} \in\left(1,1 / s_{+}\right)$and $\rho_{-}>\left(1 / s_{-}\right)$.

For bi-infinite $k \times k$ block Toeplitz matrices $A$, one defines the Wiener class as the class of matrices $A$ for which

$$
\sum_{j=-\infty}^{\infty}\left\|A_{j}\right\|<+\infty
$$

Its symbol

$$
\hat{A}(z)=\sum_{j=-\infty}^{\infty} z^{j} A_{j}, \quad|z|=1
$$

is a $k \times k$ matrix function. Then $L D U$-factorization of $A$ with factors and its inverses in the Wiener class amounts to the Wiener-Hopf factorization

$$
\hat{A}(z)=\hat{L}(z) D \hat{U}(z), \quad|z|=1
$$

where $D$ is a constant invertible matrix, $\hat{L}(z)$ and $\hat{L}(z)^{-1}$ are continuous in $|z| \leq 1$ and analytic in $|z|<1$, and $\hat{U}(z)$ and $\hat{U}(z)^{-1}$ are continuous in $|z| \geq 1$ and analytic in $|z|>1$ (including $\infty$ ). In that case we have the necessary condition for the existence of (2.1)

$$
\operatorname{det} \hat{A}(z)=\operatorname{det} \hat{L}(z) \operatorname{det} D \operatorname{det} \hat{U}(z), \quad|z|=1
$$

Necessary and sufficient conditions can be given in terms of the so-called partial indices of $\hat{A}(z)[14,9]$, but except in some very specific cases (such as positive definite $\hat{A}(z)$, rational matrix functions, and matrix polynomials) these indices cannot be easily computed.

If $A$ is a positive definite $k \times k$ block Toeplitz matrix in the Wiener class, there exists a Wiener-Hopf factorization as in (2.1); in that case $D$ is positive definite and $\hat{U}(z)=\hat{L}\left(\bar{z}^{-1}\right)^{*}$. Moreover, $A$ has a Cholesky factorization $A=\mathrm{LE}{ }^{*}$ where

$$
\hat{\mathrm{E}}(z)=\hat{L}(z) D^{1 / 2}=\hat{U}\left(\bar{z}^{-1}\right)^{*} D^{1 / 2}
$$

## 3. Real symmetric and banded scalar matrices

For its relevance in the applications, we now outline the five methods we are aware of for the spectral factorization of banded and symmetric real matrices. This problem is crucial, e.g., to the identification of the asymptotic behavior of the Gram-Schmidt iteration for the orthonormalization of a large number of integer translates of a fixed function $[17,18]$ and also in techniques used for wavelet construction [7, 27]. This section is largely adapted from [19].

Let $A=\left(a_{i-j}\right)_{i, j \in \mathbb{Z}}$ be a real symmetric and banded Toeplitz matrix and let

$$
a(z)=\sum_{j=-m}^{m} a_{j} z^{j}
$$

be its symbol, that is a Laurent polynomial of degree $m$ such that $a_{j}=\bar{a}_{j}=a_{-j}$, $j=1,2, \ldots, m$. We denote the space of all such functions by $\mathcal{S}_{m}$. When $a \in \mathcal{S}_{m}$ has the property that
(3.1) $a(z)>0, \quad|z|=1$,
the problem we consider is to find real numbers $\gamma_{0}, \gamma_{1}, \ldots, \gamma_{m}$ such that

$$
\gamma(z)=\sum_{j=0}^{m} \gamma_{j} z^{j}
$$

has all of its roots outside the unit disk and such that
(3.2) $\gamma(z) \gamma\left(z^{-1}\right)=a(z), \quad z \in \mathbb{C} \backslash\{0\}$.

To guarantee the uniqueness of the factorization we impose the normalization $\gamma(0)>0$ on the polynomial $\gamma(z)$. The existence of such a factorization is wellknown and attributed to Fejér [23, pg. 117].

The first method we wish to outline is due to F. Bauer [2,3]. As the Laurent polynomial $a$ satisfies (3.1) the matrix $A$ is positive definite on $l_{2}(\mathbb{Z})$. Moreover, the factorization (3.2) corresponds to the factorization

$$
A=\Gamma \Gamma^{T}
$$

where $\Gamma=\left(\gamma_{i-j}\right)_{i, j \in \mathbb{Z}}$ is the banded lower triangular matrix formed by the coefficients of $\gamma(z)$.

Let $A_{+}$be the semi-infinite compression of the bi-infinite matrix $A$ given by

$$
A_{+}=\left(A_{i j}\right)_{i, j \in \mathbb{Z}_{+}}, \quad \mathbb{Z}_{+}=\{0,1,2, \ldots\}
$$

and $A_{n}, n \in \mathbb{Z}_{+}$, be the sequence of finite compressions of $A$ defined by

$$
A_{n}=\left(A_{i j}\right)_{i, j=0,1, \ldots, n}
$$

As a result, each finite compression $A_{n}$ has a unique Cholesky factorization

$$
L_{n} L_{n}^{T}=A_{n}
$$

where $L_{n}$ is a lower triangular matrix with positive diagonal elements. As we increase $n$ to $n+1$ the matrix $A_{n+1}$ agrees with $A_{n}$ in its first $n+1$ rows and columns. Likewise $L_{n+1}$ has its first $n+1$ rows and columns equal to those of $L_{n}$. Therefore we may consider $L_{n}$ to be the $n$-th finite section of a semi-infinite matrix $L$ which is the unique Cholesky factor of $A_{+}$.

Bauer proved that $\left(L_{n}\right)_{i j} \rightarrow \gamma_{i-j}$ as $n \rightarrow \infty$, and in [17] it has been proved that the elements of the semi-infinite Cholesky factor $L$ approach those of $\Gamma$ exponentially, that is, there exist $c>0$ and $\rho \in(0,1)$ such that for all $i, j \in \mathbb{Z}_{+}$

$$
\begin{equation*}
\left|l_{i j}-\gamma_{i-j}\right| \leq c \rho^{i} \tag{3.3}
\end{equation*}
$$

so that the Bauer method represents an iterative linearly convergent method.
A second iterative method, which is quadratically convergent, is due to Wilson [28], cf. [19]. His idea is to write equation (3.2) as the following equivalent system of quadratic equations:

$$
\begin{equation*}
\sum_{j=0}^{m-i} \gamma_{j} \gamma_{j+i}=a_{i}, \quad i=0,1, \ldots, m \tag{3.4}
\end{equation*}
$$

His approach consists of the use of a Newton-Raphson method for solving system (3.4). Wilson proved that, if $a(z)$ has no zeros on the unit circle, for a suitable and easily made choice of the starting values $\gamma_{0}^{(0)}, \gamma_{1}^{(0)}, \ldots, \gamma_{m}^{(0)}$, the iteration is selfcorrecting and converges quadratically to the required solution. For an effective implementation of this as well as of the next method we refer to [19].

The third algorithm we mention is based on the computation of the zeros of the Laurent polynomial $a(z)$. In order to improve the effectiveness of the method, in view of the symmetry of its coefficients, we take $w=z+z^{-1}$ and consider the polynomial

$$
c(w):=a(z(w))=\sum_{j=0}^{m} c_{j} w^{j}
$$

whose coefficients $c_{0}, c_{1}, \ldots, c_{m}$ can be expressed recursively in terms of the original coefficients $a_{0}, a_{1}, \ldots, a_{m}$.

The zeros $w_{i}, i=1,2, \ldots, m$, of the polynomial $c(w)$ can then be evaluated by computing the eigenvalues of its companion matrix by a QR method [16]. Next, recalling that $w=z+z^{-1}$, we obtain the $2 m$ roots $z_{i}$ of $a(z)$, which we order by decreasing modulus.

As the coefficients of $a(z)$ are real and symmetric, if $z_{i}$ is a root so are $\bar{z}_{i}$ and $z_{i}^{-1}$, so that if $z_{i}$ is outside the unit circle, $z_{i}^{-1}$ is inside and conversely.

The polynomial $\gamma(z)$ that we are looking for can then be constructed by taking all the roots $z_{j}$ (including $\bar{z}_{j}$ ) outside the unit circle.

The fourth method which has been tested in [19] is the minimum phase factorization. It is based on the following observation.

Let $a(z)$ have no zeros on the unit circle. For any $g \in \Pi_{m}$ normalized so that $g(0)=1$ we consider the minimization problem

$$
\min _{g \in \Pi_{m}, g(0)=1} \int_{-\pi}^{\pi}\left|g\left(e^{i \theta}\right)\right|^{2} \frac{d \theta}{a\left(e^{i \theta}\right)}
$$

The solution of this minimization problem is given by

$$
g_{\mathrm{opt}}(z):=\frac{\gamma(z)}{\gamma(0)}
$$

where $\gamma$ is the polynomial in (3.2) we seek. The coefficients of $g_{\text {opt }}$ are determined by solving a Toeplitz linear system.

The final method we review is very popular in signal processing and goes by the name of the cepstral algorithm [4,22]. It is based on some results on the factorization of an absolute convergent Fourier series on the unit circle, discovered independently by M.G. Krein [20] and by A. Calderón, F. Spitzer and H. Widom [5]. Let us recall the basic idea of this method.

As the Laurent polynomial $a(z)$ is strictly positive on the unit circle, by the Wiener-Lévy theorem concerning trigonometric series, the function $\log a(z)$ can be written as an absolutely convergent Laurent series

$$
b(z):=\log a(z)=\sum_{j \in \mathbb{Z}} b_{j} z^{j}
$$

Moreover, the coefficients $b_{j}$, as those of $a(z)$, are even in $j$ and decay exponentially, since $\log a(z)$ has an extension as an analytic function in some annulus $r^{-1}<|z|<r, r>1$, containing the unit circle.

Splitting the Laurent series in the form

$$
b(z)=b_{-}(z)+b_{+}(z)
$$

where

$$
b_{ \pm}(z):=\sum_{j=0}^{\infty}\left(1-\frac{1}{2} \delta_{j}\right) b_{ \pm j} z^{ \pm j}, \quad\left|z^{ \pm}\right| \leq 1
$$

we obtain the factorization (3.2) of the required type, where

$$
\gamma(z):=\exp \left(b_{+}(z)\right)
$$

is analytic and zero free in the disk $\{z:|z| \leq r\}$ and normalized so that $\gamma(0)>0$, and $\delta_{j}=0$ for $j \neq 0$ and $\delta_{0}=1$. Note that $\gamma$ above is indeed a polynomial of degree at most $m$. A Matlab implementation of this method has been proposed in [1].

In [19] it was found that there is a huge disparity between the methods, and that all of them except for the Wilson method are significantly affected by the variation in magnitude of the coefficients of the Laurent polynomial, by the closeness of the zeros of this polynomial to the unit circle and by their spacing.

To explain how the spectral factorization of Laurent polynomials which are positive on the unit circle has been used to identify the limiting profile of splines obtained by orthonormalizing a large finite set of B-splines with integer knots, we recall some results from [17].

Let $B_{k}$ be the $(k+1)$-fold convolution of the characteristic function of the interval $\left[0,1\right.$ ) (Schoenberg [26, pg. 11] called $B_{k}$ the ( $k+1$ )-st order forward $B$-spline). Consider the integer translates of $B_{k}$, that is

$$
\phi_{i}:=B_{k}(\cdot-i), \quad i \in \mathbb{Z}
$$

Suppose $n$ is an integer such that $n \geq k+1$ and take $m=n-k-1$. Next we orthonormalize on $[0, n]$ the functions $\phi_{0}, \ldots, \phi_{m}$ recursively by a Gram Schmidt process. In this way we generate the functions $\psi_{0}^{n}, \ldots, \psi_{m}^{n}$ having the property that

$$
\int_{0}^{n} \psi_{i}^{n}(x) \psi_{j}^{n}(x) d x=\delta_{i j}, \quad i, j=0,1, \ldots, m
$$

The asymptotic behavior of this recursion as $n \rightarrow \infty$ has been studied in [17]. Among other things the authors proved that there exist a function $O(x), x \in \mathbb{R}$, and constants $c>0, \mu \in(0,1)$ such that for any $n$ and $0 \leq i \leq m$

$$
\left|\psi_{i}^{n}(x)-O_{i}(x)\right| \leq c \mu^{i}, \quad x \in \mathbb{R}_{+},
$$

where $O_{i}(x):=O(x-i)$. This function $O$ has the property that

$$
\int_{\mathbb{R}} O(x) O_{j}(x) d x=\delta_{j 0}, \quad j \in \mathbb{Z}
$$

and for some constants $\left\{\gamma_{j}\right\}_{j \in \mathbb{Z}_{+}}$which decay exponentially

$$
\begin{equation*}
O=\sum_{j \in \mathbb{Z}_{+}} \gamma_{j} \phi_{-j} \tag{3.5}
\end{equation*}
$$

The constants $\left\{\gamma_{j}\right\}_{j \in \mathbb{Z}_{+}}$can be identified in the following manner. We consider the Toeplitz matrix

$$
T=\left(t_{i-j}\right)_{i, j \in \mathbb{Z}}
$$

where

$$
t_{i}:=\int_{\mathbb{R}} B_{k}(t) B_{k}(t-i) d t=B_{2 k+1}(k+1+i), \quad i \in \mathbb{Z}
$$

and let $\pi_{n}(z), z \in \mathbb{C}$, stand for the Euler-Frobenius polynomial of degree $n-1$ [26, pg. 22]. Then

$$
t(z):=\sum_{j \in \mathbb{Z}} t_{j} z^{j}=\frac{1}{(2 k+1)!} z^{-k} \pi_{2 k+1}(z), \quad z \in \mathbb{C}
$$

Moreover, from [26, pg. 22], we know that $\pi_{2 k+1}(z)$ has $2 k$ simple negative zeros $\lambda_{1}<\cdots<\lambda_{2 k}<0$ such that $\lambda_{1} \lambda_{2 k}=\cdots=\lambda_{k} \lambda_{k+1}=1$. Consequently, we can write $t(z)$ in the form

$$
t(z)=h(z) h\left(z^{-1}\right), \quad z \in \mathbb{C} \backslash\{0\},
$$

where $h(z)$ is a real polynomial of degree $m$ having its zeros outside the unit circle at $\lambda_{1}, \ldots, \lambda_{k}$ with $h(0)>0$. Since $h(z)$ has no zeros in the unit disk we can expand its reciprocal in some neighborhood of the unit disk as

$$
\gamma(z):=\frac{1}{h(z)}=\sum_{j \in \mathbb{Z}_{+}} \gamma_{j} z^{j},
$$

where the constants $\left\{\gamma_{j}\right\}_{j \in \mathbb{Z}_{+}}$necessarily decay exponentially. These constants determine the limiting profile by formula (3.5) (Figure 1).


Figure 1: O-splines of degree 3 and 10

## 4. Review of properties of matrix polynomials

Jordan chains of matrix polynomials. Let $W(z)$ be a $k \times k$ matrix polynomial, i.e., a polynomial in $z$ whose coefficients are real or complex $k \times k$ matrices. Then $\operatorname{det} W(z)$ either vanishes identically or is a scalar polynomial in $z$. We call $z_{0} \in \mathbb{C}$ an eigenvalue of $W$ if $\operatorname{det} W\left(z_{0}\right)=0$, and $\varphi_{0} \in \mathbb{C}^{k}$ an eigenvector
of $W$ corresponding to the eigenvalue $z_{0}$ if $\varphi_{0} \neq 0$ and $W\left(z_{0}\right) \varphi_{0}=0$. The set of eigenvalues of $W$ is called the spectrum of $W$; it either coincides with the entire complex plane (if $\operatorname{det} W(z) \equiv 0$ ) or with the finite set of zeros of $\operatorname{det} W(z)$.

Let $z_{0}$ be an eigenvalue of $W$. Then the $m$-uple of vectors $\varphi_{0}, \varphi_{1}, \ldots, \varphi_{m-1}$ in $\mathbb{C}^{k}$ is called a Jordan chain at $z_{0}$ of length $m$ if $\varphi_{0} \neq 0$ and the upper triangular linear system

$$
\begin{equation*}
\sum_{j=0}^{k} \frac{W^{(j)}\left(z_{0}\right)}{j!} \phi_{k-j}=0, \quad k=0,1, \ldots, m-1 \tag{4.1}
\end{equation*}
$$

is satisfied. If one considers the subspace of $\mathbb{C}^{k}$ spanned by the vectors constituting the Jordan chains at the eigenvalue $z_{0}$ and orders the Jordan chains, say, according to decreasing length until one has a basis of this subspace, the lengths of these chains are the so-called partial multiplicities of $W$ at the eigenvalue $z_{0}$. They do not depend on the specific choice of the Jordan chains but only on $W$. The sum of the partial multiplicities at the eigenvalue $z_{0}$ coincides with the order of $z_{0}$ as a zero of $\operatorname{det} W(z)$ and is called the algebraic multiplicity of $z_{0}$; the dimension of the kernel of $W\left(z_{0}\right)$, which coincides with the number of Jordan chains at $z_{0}$, is called its geometric multiplicity. This definition appears in [25] in the context of operator polynomials.

In matrix algebra one usually considers the situation $W(z)=z-T$ where $T$ is a $k \times k$ matrix and the leading coefficient is the identity matrix. The partial multiplicities are then exactly the sizes of the Jordan blocks at the eigenvalue $z_{0}$ of $T$.

A definition of partial multiplicity through root vectors for meromorphic operator functions, clearly equivalent to the present one in the case of matrix polynomials, appears in [13].

Spectral pairs of matrix polynomials. Let us introduce some basic facts about matrix polynomials [11, 12, 25]. Consider the monic matrix polynomial

$$
\begin{equation*}
\mathcal{P}(z)=z^{l}+z^{l-1} A_{l-1}+\cdots+z A_{1}+A_{0} \tag{4.2}
\end{equation*}
$$

where the coefficients are $k \times k$ matrices; here monic means that the leading coefficient is the identity matrix. Since $\operatorname{det} \mathcal{P}(z)$ is a scalar polynomial of degree $k l$, there are exactly $k l$ eigenvalues, when counted according to algebraic multiplicity. Let $z_{1}, \ldots, z_{p}$ be the distinct eigenvalues of $\mathcal{P}(z)$. For each $j$, we construct a pair of matrices $X_{j}$ (of size $k \times m_{j}$ where $m_{j}$ is the multiplicity of $z_{j}$ as a zero of $\operatorname{det} \mathcal{P}(z)$ ) and $T_{j}$ (of size $m_{j} \times m_{j}$ ) as follows:

$$
\left.\begin{array}{l}
X_{j}=\left[\begin{array}{lllllllll}
x_{11}^{(j)} & \cdots & x_{1 r_{1}}^{(j)} & x_{21}^{(j)} & \cdots & x_{2 r_{2}}^{(j)} & \cdots & x_{q 1}^{(j)} & \cdots
\end{array} x_{q r_{q}}^{(j)}\right.
\end{array}\right]
$$

Here $x_{s 1}^{(j)}, x_{s 2}^{(j)}, \ldots, x_{s \tau_{s}}^{(j)}$ for $s=1, \ldots, q$ are the Jordan chains for $\mathcal{P}(z)$ corresponding to $z_{j}$ such that the eigenvectors $x_{11}^{(j)}, x_{21}^{(j)}, \ldots, x_{q 1}^{(j)}$ are linearly independent and
$r_{1}+r_{2}+\cdots+r_{q}=m_{j}$, and $J_{r_{s}}\left(z_{j}\right)$ is the $r_{s} \times r_{s}$ upper triangular Jordan block with eigenvalue $z_{j}$. Finally, put
(4.3) $X=\left[\begin{array}{llll}X_{1} & X_{2} & \cdots & X_{p}\end{array}\right], \quad T=\operatorname{diag}\left(T_{1}, T_{2}, \ldots, T_{p}\right)$

One can show [11, 12] that the $k l \times k l$ matrix

$$
\operatorname{col}\left[X T^{j}\right]_{j=0}^{l-1}:=\left[\begin{array}{c}
X  \tag{4.4}\\
X T \\
\vdots \\
X T^{l-1}
\end{array}\right]
$$

is invertible and that

$$
\begin{equation*}
X T^{l}+\sum_{j=0}^{l-1} A_{j} X T^{j}=0 \tag{4.5}
\end{equation*}
$$

More generally, let $\mathcal{P}(z)$ be the monic $k \times k$ matrix polynomial given by (4.2). Then the pair of matrices $(X, T)$, where $X$ is of size $k \times k l$ and $T$ is of size $k l \times k l$, is called a right spectral pair for the polynomial $\mathcal{P}(z)$ if the operator in (4.4) is invertible and (4.5) holds. Thus the pair ( $X, T$ ) given by (4.3) is a right spectral pair for $\mathcal{P}(z)$. According to [25], Theorem 2.1.1, for every couple of right spectral pairs $\left(X_{1}, T_{1}\right)$ and $\left(X_{2}, T_{2}\right)$ of the same monic matrix polynomial there exists a unique invertible matrix $S$ such that

$$
X_{1}=X_{2} S, \quad T_{1}=S^{-1} T_{2} S
$$

Analogously, $(T, Y)$, where $Y$ is of size $k l \times k$ and $T$ is of size $k l \times k l$, is called a left spectral pair if the matrix

$$
\left[\begin{array}{llll}
Y & T Y & \cdots & T^{l-l} Y
\end{array}\right]
$$

is invertible and

$$
T^{l} Y+\sum_{j=0}^{l-1} T^{j} Y A_{j}=0
$$

One can prove that for every couple of left spectral pairs ( $T_{1}, Y_{1}$ ) and ( $T_{2}, Y_{2}$ ) of the same monic matrix polynomial there exists a unique invertible matrix $S$ such that

$$
Y_{1}=S^{-1} Y_{2}, \quad T_{1}=S^{-1} T_{2} S
$$

According to [25], Theorem 2.2.1, we have the following: If ( $X, T_{1}$ ) is a right spectral pair and $\left(T_{2}, Y\right)$ is a left spectral pair of the same monic matrix polynomial $\mathcal{P}(z)$ given by (4.2), then

$$
\mathcal{P}(z)=z^{l}-X T_{1}^{l}\left(V_{1}+z V_{2}+\cdots+z^{l-1} V_{l}\right)
$$

where $V_{1}, \ldots, V_{l}$ are $k l \times k$ matrices defined by

$$
\left[\begin{array}{llll}
V_{1} & V_{2} & \cdots & V_{l}
\end{array}\right]=\left(\operatorname{col}\left[X T_{1}^{j}\right]_{j=0}^{l-1}\right)^{-1}
$$

and

$$
\mathcal{P}(z)=z^{l}-\left(W_{1}+z W_{2}+\cdots+z^{l-1} W_{l}\right) T_{2}^{l} Y
$$

where $W_{1}, \ldots, W_{l}$ are $k \times k l$ matrices defined by

$$
\operatorname{col}\left[W_{j}\right]_{j=1}^{l}=\left[\begin{array}{llll}
Y & T_{2} Y & \cdots & T_{2}^{l-1} Y
\end{array}\right]^{-1}
$$

These representations are called right and left canonical forms of $\mathcal{P}(z)$, respectively.

An important special case is the spectral triple $\left(Q, C_{\mathcal{P}}, R\right)$ given by

$$
Q^{T}=\left[\begin{array}{c}
0 \\
\vdots \\
0 \\
I_{k}
\end{array}\right], \quad C_{P}=\left[\begin{array}{ccccc}
-A_{l-1} & -A_{l-2} & \cdots & -A_{1} & -A_{0} \\
I_{k} & 0 & \cdots & \cdots & 0 \\
0 & I_{k} & \ddots & & \vdots \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
0 & \cdots & 0 & I_{k} & 0
\end{array}\right], \quad R=\left[\begin{array}{c}
I_{k} \\
0 \\
\vdots \\
0
\end{array}\right]
$$

where $C_{\mathcal{P}}$ is called the companion matrix of $\mathcal{P}(z),\left(Q, C_{\mathcal{P}}\right)$ is a right spectral pair and $\left(C_{\mathcal{P}}, R\right)$ is a left spectral pair of $\mathcal{P}(z)$. Then there exist $(k l \times k l)$ matrix polynomials $E(z)$ and $F(z)$ with constant nonzero determinant such that $E(z)(z-$ $\left.C_{\mathcal{P}}\right) F(z)=\mathcal{P}(z) \oplus I_{k(l-1)}$ for every $z \in \mathcal{C}$, cf. [11]. As a result, $\mathcal{P}(z)$ and $C_{\mathcal{P}}$ have the same eigenvalues and the same Jordan structure at each eigenvalue.

## 5. Block-tridiagonal Toeplitz matrices

Let $A=\left(A_{i-j}\right)_{i, j \in \mathbb{Z}}$ be a bi-infinite block tridiagonal Toeplitz matrix, where $A_{1}, A_{0}$ and $A_{-1}$ are $k \times k$ matrices and $A_{s}=0$ for $s \neq-1,0,1$.

We consider the factorization
(5.1) $A=L D U$
where $D=\left(D_{i-j}\right)_{i, j \in \mathbb{Z}}$ is a block diagonal Toeplitz matrix with $k \times k$ entries $D_{0}=\mathcal{D}_{k}$, and $L=\left(L_{i-j}\right)_{i, j \in \mathbb{Z}}$ and $U=\left(U_{i-j}\right)_{i, j \in \mathbb{Z}}$ are block bi-diagonal Toeplitz matrices with $k \times k$ entries $L_{1}=-\mathcal{L}_{k}^{T}, U_{-1}=-\mathcal{U}_{k}, L_{0}=U_{0}=I_{k}$ (the $k \times k$ identity matrix) and $L_{s}=U_{-s}=0$ for $s \neq 0,1$. The matrices $L, U$ and $D$ are factors in the factorization (5.1) if and only if $\mathcal{L}_{k}, \mathcal{U}_{k}$ and $\mathcal{D}_{k}$ satisfy the relations

$$
\left\{\begin{array}{l}
A_{0}=\mathcal{L}_{k}^{T} \mathcal{D}_{k} \mathcal{U}_{k}+\mathcal{D}_{k} \\
A_{1}=-\mathcal{L}_{k}^{T} \mathcal{D}_{k} \\
A_{-1}=-\mathcal{D}_{k} \mathcal{U}_{k}
\end{array}\right.
$$

This factorization, which exists under very general hypotheses, is not unique. We are especially interested in giving an efficient method for finding the unique
factorization such that $L$ and $U$ are boundedly invertible on the Hilbert space $l_{2}(\mathbb{Z})$ and, further, $L^{-1}$ and $\left(U^{T}\right)^{-1}$ are lower triangular block Toeplitz matrices.

In the following, we shall give the necessary and sufficient conditions for the existence of such a factorization. The proof is constructive, as it contains a numerical method for obtaining the factorization that we are looking for.

We shall assume that either $A_{1}$ or $A_{-1}$ is nonsingular. First suppose that $A_{1}$ is nonsingular. Now let the function

$$
\Sigma(z)=z A_{1}+A_{0}+z^{-1} A_{-1}
$$

be the symbol associated to the matrix $A$. Then $\mathcal{P}(z):=z A_{1}^{-1} \Sigma(z)$ is a monic $k \times k$ matrix polynomial of degree 2 . Now let $\Gamma$, with $0 \notin \Gamma$, be a simple closed oriented rectifiable Jordan curve dividing the complex plane into an interior domain $\Omega_{+}$ with $0 \in \Omega_{+}$and an exterior domain $\Omega_{-}$with $\infty \in \Omega_{-}$, and assume that $z \Sigma(z)$ (and hence $\mathcal{P}(z)$ ) does not have eigenvalues on $\Gamma$. Then (5.1) is valid if and only if

$$
\begin{equation*}
\Sigma(z)=\left(I_{k}-z \mathcal{L}_{k}\right)^{T} \mathcal{D}_{k}\left(I_{k}-z^{-1} \mathcal{U}_{k}\right) \tag{5.2}
\end{equation*}
$$

Moreover, as $A_{1}$ is nonsingular, it follows from $A_{1}=-\mathcal{L}_{k}^{T} \mathcal{D}_{k}$ that both $\mathcal{L}_{k}$ and $\mathcal{D}_{k}$ are nonsingular.

Let $\lambda_{1}, \ldots, \lambda_{s}$ be the distinct eigenvalues of $z \Sigma(z)$ in $\Omega_{-}$, let $\mu_{1}, \ldots, \mu_{t}$ be the distinct eigenvalues of $z \Sigma(z)$ in $\Omega_{+}$, put $z_{j}=\lambda_{j}$ for $j=1, \ldots, s$ and $z_{j}=\mu_{j-s}$ for $j=s+1, \ldots, s+t$, and let $m_{j}, j=1, \ldots, s+t$ denote the multiplicity of $z_{j}$ as a zero of $\operatorname{det}(z \Sigma(z))$. Then $m_{1}+\cdots+m_{s+t}=2 k$. The main result of this paper is the following theorem, which gives a constructive proof of the existence of the factorization (5.2).

Theorem 5.1. A factorization (5.2) of $\Sigma(z)$, where $\mathcal{U}_{k}$ has its eigenvalues in $\Omega_{+}$ and $\mathcal{L}_{k}^{-1}$ has its eigenvalues in $\Omega_{-}$, exists if and only if

$$
\begin{equation*}
m_{1}+\cdots+m_{s}=k=m_{s+1}+\cdots+m_{s+t} \tag{5.3}
\end{equation*}
$$

Whenever this factorization exists, it is unique and it is called the spectral factorization of $A$.

Proof. As $\mathcal{D}_{k}$ is nonsingular, if $\Sigma(z)$ has the factorization (5.2), then the eigenvalues of $z \Sigma(z)$ are given by the union of the sets of eigenvalues of $\mathcal{U}_{k}$ and $\mathcal{L}_{k}^{-1}$. Hence, if the eigenvalues of $\mathcal{U}_{k}$ and $\mathcal{L}_{k}^{-1}$ are in $\Omega_{+}$and $\Omega_{-}$, respectively, relation (5.3) is satisfied.

Now suppose that relation (5.3) is true. We shall prove that the factorization (5.2) holds and that $\mu_{1}, \mu_{2}, \ldots, \mu_{t}$ are the eigenvalues of $\mathcal{U}_{k}$ and $\lambda_{1} \lambda_{2}, \ldots, \lambda_{s}$ are the eigenvalues of $\mathcal{L}_{k}^{-1}$. As in (4.3), we now construct the right spectral pair $\left(X_{r}, T_{r}\right)$ of $\mathcal{P}(z)$ by using its Jordan chains (which are also the Jordan chains of $z \Sigma(z))$ and the right spectral pair $\left(X_{l}, T_{l}\right)$ of $\left(A_{1}^{T}\right)^{-1} \mathcal{P}(z)^{T} A_{1}^{T}$ using its Jordan chains (which are also the Jordan chains of $z \Sigma(z)^{T}$ ), where the distinct eigenvalues
$z_{1}, \ldots, z_{s+t}$ of $z \Sigma(z)$ have been ordered by decreasing modulus. Then, denoting the $m \times m$ upper triangular Jordan block with diagonal entries $\lambda$ by $J_{m}(\lambda)$ and partitioning the $k \times 2 k$ matrices $X_{l}$ and $X_{\tau}$ into $k \times k$ blocks, we have

$$
\begin{aligned}
& X_{l}=\left[\begin{array}{ll}
V & ?
\end{array}\right], \quad X_{r}=\left[\begin{array}{cc}
? & W
\end{array}\right] \\
& T_{l}=T_{r}=\operatorname{diag}\left(J_{m_{1}}\left(\lambda_{1}\right), \ldots, J_{m_{s}}\left(\lambda_{s}\right), J_{m_{s+1}}\left(\mu_{1}\right), \ldots, J_{m_{s+t}}\left(\mu_{t}\right)\right),
\end{aligned}
$$

where $V$ and $W$ are nonsingular $k \times k$ matrices and the $k \times k$ matrices at the question marks are irrelevant. Writing

$$
\begin{aligned}
& \Lambda_{L}^{-1}=\operatorname{diag}\left(J_{m_{1}}\left(\lambda_{1}\right), \ldots, J_{m_{s}}\left(\lambda_{s}\right)\right) \\
& \Lambda_{M}=\operatorname{diag}\left(J_{m_{s+1}}\left(\mu_{1}\right), \ldots, J_{m_{s+t}}\left(\mu_{t}\right)\right),
\end{aligned}
$$

we obtain the factorization (5.2) by defining

$$
\begin{equation*}
\mathcal{L}_{k}=V \Lambda_{L} V^{-1}, \quad \mathcal{U}_{k}=W \Lambda_{M} W^{-1}, \quad \mathcal{D}_{k}=-\left(\mathcal{L}_{k}^{T}\right)^{-1} A_{1} \tag{5.4}
\end{equation*}
$$

Indeed, put

$$
\hat{A}_{0}=\mathcal{L}_{k}^{T} \mathcal{D}_{k} \mathcal{U}_{k}+\mathcal{D}_{k}=-A_{1} \mathcal{U}_{k}+\mathcal{D}_{k}, \quad \hat{A}_{-1}=-\mathcal{D}_{k} \mathcal{U}_{k}
$$

Then for $z \in \mathbb{C} \backslash\{0\}$ we have

$$
\hat{\Sigma}(z):=\left(I_{k}-z \mathcal{L}_{k}\right)^{T} \mathcal{D}_{k}\left(I_{k}-z^{-1} \mathcal{U}_{k}\right)=z A_{1}+\hat{A}_{0}+z^{-1} \hat{A}_{-1}
$$

Now, letting $w_{0}, w_{1}, \ldots, w_{m-1}$ be a Jordan chain of $z \Sigma(z)$ corresponding to the eigenvalue $\mu_{j}$, by virtue of (4.1) we have

$$
\begin{equation*}
\mu_{j} \Sigma\left(\mu_{j}\right) w_{p}+\left(2 \mu_{j} A_{1}+A_{0}\right) w_{p-1}+A_{1} w_{p-2}=0 \tag{5.5}
\end{equation*}
$$

where $p=0,1, \ldots, m-1$ and $w_{-2}=w_{-1}=0$. Furthermore, in view of the definition of $\mathcal{U}_{k}$ given in (5.4), using (4.1) for $W(z)=z-\mathcal{U}_{k}$ we get

$$
\left(\mu_{j}-\mathcal{U}_{k}\right) w_{p}=-w_{p-1}
$$

where $p=0,1, \ldots, m-1$. The result of the computation

$$
\begin{align*}
\mu_{j} \hat{\Sigma} & \left(\mu_{j}\right) w_{p}+\left(2 \mu_{j} A_{1}+\hat{A}_{0}\right) w_{p-1}+A_{1} w_{p-2} \\
= & \left(I_{k}-\mu_{j} \mathcal{L}_{k}\right)^{T} \mathcal{D}_{k}\left(\mu_{j}-\mathcal{U}_{k}\right) w_{p}+\mu_{j} A_{1} w_{p-1}+A_{1}\left(\mu_{j}-\mathcal{U}_{k}\right) w_{p-1} \\
& \quad+\left(\hat{A}_{0}+A_{1} \mathcal{U}_{k}\right) w_{p-1}+A_{1} w_{p-2}  \tag{5.6}\\
= & -\left(I_{k}-\mu_{j} \mathcal{L}_{k}\right)^{T} \mathcal{D}_{k} w_{p-1}+\mu_{j} A_{1} w_{p-1}-A_{1} w_{p-2}+\mathcal{D}_{k} w_{p-1}+A_{1} w_{p-2} \\
= & \mu_{j}\left(\mathcal{L}_{k}^{T} \mathcal{D}_{k}+A_{1}\right) w_{p-1}=0
\end{align*}
$$

now implies that $w_{0}, \ldots, w_{m-1}$ is also a Jordan chain of $z \hat{\Sigma}(z)$ corresponding to the eigenvalue $\mu_{j}$. Next, letting $v_{0}, v_{1}, \ldots, v_{m-1}$ be a Jordan chain of $z \Sigma(z)^{T}$ corresponding to the (nonzero) eigenvalue $\lambda_{j}$, by virtue of (4.1) we have

$$
\begin{equation*}
\lambda_{j} \Sigma\left(\lambda_{j}\right)^{T} v_{p}+\left(2 \lambda_{j} A_{1}^{T}+A_{0}^{T}\right) v_{p-1}+A_{1}^{T} v_{p-2}=0 \tag{5.7}
\end{equation*}
$$

where $p=0,1, \ldots, m-1$ and $v_{-2}=v_{-1}=0$. Furthermore, in view of the definition of $\mathcal{L}_{k}$ given in (5.4), using (4.1) for $W(z)=z-\mathcal{L}_{k}^{-1}$ we obtain

$$
\left(\lambda_{j}-\mathcal{L}_{k}^{-1}\right) v_{p}=-v_{p-1}
$$

where $p=0,1, \ldots, m-1$. The result of the computation

$$
\begin{aligned}
\lambda_{j} \hat{\Sigma} & \left(\lambda_{j}\right)^{T} v_{p}+\left(2 \lambda_{j} A_{1}^{T}+\hat{A}_{0}^{T}\right) v_{p-1}+A_{1}^{T} v_{p-2} \\
= & -\left(\lambda_{j}-\mathcal{U}_{k}^{T}\right) \mathcal{D}_{k}^{T} \mathcal{L}_{k}\left(\lambda_{j}-\mathcal{L}_{k}^{-1}\right) v_{p}+\left(\lambda_{j}-\mathcal{U}_{k}^{T}\right) A_{1}^{T} v_{p-1} \\
& \quad+A_{1}^{T}\left(\lambda_{j}-\mathcal{L}_{k}^{-1}\right) v_{p-1}+A_{1}^{T} v_{p-2} \\
= & \left(\lambda_{j}-\mathcal{U}_{k}^{T}\right) \mathcal{D}_{k}^{T} \mathcal{L}_{k} v_{p-1}+\left(\lambda_{j}-\mathcal{U}_{k}^{T}\right) A_{1}^{T} v_{p-1}-A_{1}^{T} v_{p-2}+A_{1}^{T} v_{p-2} \\
= & \left(\lambda_{j}-\mathcal{U}_{k}^{T}\right)\left(\mathcal{D}_{k}^{T} \mathcal{L}_{k}+A_{1}^{T}\right) v_{p-1}=0
\end{aligned}
$$

now implies that $v_{0}, \ldots, v_{m-1}$ is also a Jordan chain of $z \hat{\Sigma}(z)^{T}$ corresponding to the eigenvalue $\lambda_{j}$. Consequently, subtracting (5.6) from (5.5) and (5.8) from (5.7), respectively, we obtain

$$
\begin{aligned}
& {\left[\mu_{j}\left(A_{0}-\hat{A}_{0}\right)+\left(A_{-1}-\hat{A}_{-1}\right)\right] w_{p}+\left(A_{0}-\hat{A}_{0}\right) w_{p-1}=0} \\
& {\left[\lambda_{j}\left(A_{0}-\hat{A}_{0}\right)^{T}+\left(A_{-1}-\hat{A}_{-1}\right)^{T}\right] v_{p}+\left(A_{0}-\hat{A}_{0}\right)^{T} v_{p-1}=0}
\end{aligned}
$$

where $p=0,1, \ldots, m-1$. The first of these equations can be written as

$$
\begin{aligned}
& \left(A_{-1}-\hat{A}_{-1}\right)\left[\begin{array}{llll}
w_{0} & w_{1} & \cdots & w_{m-1}
\end{array}\right] \\
& \quad=-\left(A_{0}-\hat{A}_{0}\right)\left[\begin{array}{llll}
w_{0} & w_{1} & \cdots & w_{m-1}
\end{array}\right] J_{m}\left(\mu_{j}\right)
\end{aligned}
$$

which implies $\left(A_{-1}-\hat{A}_{-1}\right) W=-\left(A_{0}-\hat{A}_{0}\right) W \Lambda_{M}$ and hence

$$
\begin{equation*}
\left(A_{-1}-\hat{A}_{-1}\right)=-\left(A_{0}-\hat{A}_{0}\right) \mathcal{U}_{k} . \tag{5.9}
\end{equation*}
$$

In the same way we get $\left(A_{-1}-\hat{A}_{-1}\right)^{T} V=-\left(A_{0}-\hat{A}_{0}\right)^{T} V \Lambda_{L}^{-1}$ and hence $(5.10)\left(A_{-1}-\hat{A}_{-1}\right)^{T}=-\left(A_{0}-\hat{A}_{0}\right)^{T} \mathcal{L}_{k}^{-1}$.
From (5.9) and (5.10) one immediately gets

$$
\left(A_{0}-\hat{A}_{0}\right) \mathcal{U}_{k}=\left(\mathcal{L}_{k}^{T}\right)^{-1}\left(A_{0}-\hat{A}_{0}\right)=-\left(A_{-1}-\hat{A}_{-1}\right)
$$

Since $\mathcal{U}_{k}$ and $\left(\mathcal{L}_{k}^{T}\right)^{-1}$ do not have eigenvalues in common, the latter identity implies $A_{0}-\hat{A}_{0}=A_{-1}-\hat{A}_{-1}=0$, or in other words $A_{0}=\hat{A}_{0}$ and $A_{-1}=\hat{A}_{-1}$. Hence the matrix polynomials $z \Sigma(z)$ and $z \hat{\Sigma}(z)$ coincide.

We now conclude that $\Sigma(z)$ has the factorization (5.2) and hence that the bi-infinite matrix $A$ has the factorization (5.1). To find the linear factors in (5.2) it is sufficient to find either $\mathcal{U}_{k}$ or $\mathcal{L}_{k}$. Indeed, if $\mathcal{U}_{k}$ is known, then $\mathcal{D}_{k}=A_{0}+A_{1} \mathcal{U}_{k}$ and $\mathcal{L}_{k}=-\left(A_{1} \mathcal{D}_{k}^{-1}\right)^{T}$; if $\mathcal{L}_{k}$ is known, then $\mathcal{D}_{k}=A_{0}+\mathcal{L}_{k}^{T} C$ and $\mathcal{U}_{k}=-\mathcal{D}_{k}^{-1} C$.

A similar factorization can be obtained by assuming that $A_{-1}$ rather than $A_{1}$ is nonsingular. In that case one replaces $z$ by $z^{-1}$ and changes the roles of $A_{1}$ and $A_{-1}$ to arrive at analogous factorization results.

We note that, starting from the eigenvalues of $z \Sigma(z)$, we can generate several $k \times k$ matrices $\mathcal{L}_{k}$ and $\mathcal{U}_{k}$ such that (5.2) is satisfied. For example, if the eigenvalues are all distinct we can obtain the triple $\mathcal{L}_{k}, \mathcal{U}_{k}$ and $\mathcal{D}_{k}$ in $\binom{2 k}{k}$ different ways. Moreover, although Theorem 5.1 concerns the spectral factorization of $A$, it does not directly provide information on the existence and the properties of $L^{-1}$ and $U^{-1}$. To this end we establish the following

Theorem 5.2. If $\mathcal{L}_{k}, \mathcal{D}_{k}$ and $\mathcal{U}_{k}$ are constructed as previously specified and $\Gamma$ is the unit circle, then the matrices $L$ and $U$ are boundedly invertible on $l_{2}$ and their inverses $L^{-1}$ and $\left(U^{-1}\right)^{T}$ are lower triangular block Toeplitz matrices of the type $\left(T_{i-j}\right)_{i, j \in Z}$ where $T_{s}=0$ for $s<0, T_{0}=I_{k}$ and $\sum_{j=0}^{\infty} r^{j}\left\|T_{j}\right\|<+\infty$ for some $r>1$.

Proof. If (5.2) holds for $\Gamma$ the unit circle, then $\mathcal{L}_{k}^{T}$ and $\mathcal{U}_{k}$ both have all of their eigenvalues within the open unit disk and hence the series $\sum_{j=0}^{\infty} z^{j}\left(\mathcal{L}_{k}^{T}\right)^{j}$ and $\sum_{j=0}^{\infty} z^{-j}\left(\mathcal{U}_{k}\right)^{j}$ converge in the norm uniformly in $z \in\left\{w \in \mathbb{C}: r^{-1} \leq|w| \leq r\right\}$ for some $r>1$. Moreover, their sums are the inverses of the factors $\left(I_{k}-z \mathcal{L}_{k}\right)^{T}$ and ( $I_{k}-z^{-1} \mathcal{U}_{k}$ ), respectively. As a result, the bi-infinite Toeplitz matrices having these sums as their symbols are the inverses of $L$ and $U$, and these inverses are bounded on $l_{2}$. The final part, where $T_{s}$ is either of $\left(\mathcal{L}_{k}^{T}\right)^{s}$ or $\left(\mathcal{U}_{k}\right)^{s}$ for $s \geq 0$, is immediate, because the spectral radii of both $\mathcal{L}_{k}^{T}$ and $\mathcal{U}_{k}$ are less than $1 / r$ for some $r>1$.

If the bi-infinite matrix $A$ is real and positive definite and the contour $\Gamma$ is the unit circle, then $A_{0}, A_{1}$ and $A_{-1}$ are real matrices such that $A_{1}^{T}=A_{-1}$ and $A_{0}$ is positive definite. Moreover, there exists a unique spectral factorization with real coefficients in which $\mathcal{U}_{k}=\mathcal{L}_{k}$ is nonsingular and $\mathcal{D}_{k}$ is positive definite. Indeed, (5.1) and $A=A^{T}$ imply that $\left(L^{T} U^{-1}\right)^{T} D=D^{T}\left(L^{T} U^{-1}\right)$ is a block diagonal matrix with invertible blocks. Then $L^{T} U^{-1}$ is the identity matrix and $D=D^{T}$, so that $L=U^{T}$ and $D$ is positive definite. Hence $\mathcal{L}_{k}=\mathcal{U}_{k}$ and $\mathcal{D}_{k}$ is positive definite.

## 6. Convergence of finite sections

Consider the aforementioned bi-infinite block tridiagonal Toeplitz matrix $A$. We define the semi-infinite block Toeplitz matrices $A_{+}$and $A_{-}$as follows:
(6.1) $A_{+}=\left[\begin{array}{ccccc}A_{0} & A_{-1} & & & \\ A_{1} & A_{0} & A_{-1} & & \\ & A_{1} & A_{0} & A_{-1} & \\ & & \ddots & \ddots & \ddots\end{array}\right], A_{-}=\left[\begin{array}{ccccc}A_{0} & A_{1} & & & \\ A_{-1} & A_{0} & A_{1} & & \\ & A_{-1} & A_{0} & A_{1} & \\ & & \ddots & \ddots & \ddots\end{array}\right]$.

Then $A_{+}$(resp. $A_{-}$) are boundedly invertible on the Hilbert space $l_{2}$ of square summable complex sequences $\left(x_{i}\right)_{i=0}^{\infty}$ if and only if the symbol $\Sigma(z)=z A_{1}+A_{0}+$ $z^{-1} A_{-1}$ (resp., $\Sigma\left(z^{-1}\right)=z A_{-1}+A_{0}+z^{-1} A_{1}$ ) has the factorization (5.2) (resp.
$\left.\Sigma\left(z^{-1}\right)=\left(I_{k}-z \tilde{\mathcal{L}}_{k}\right)^{T} \tilde{\mathcal{D}}_{k}\left(I_{k}-z^{-1} \tilde{\mathcal{U}}_{k}\right)\right)$ where all of the eigenvalues of $\mathcal{L}_{k}$ and $\mathcal{U}_{k}$ (resp. $\tilde{\mathcal{L}}_{k}$ and $\tilde{\mathcal{U}}_{k}$ ) have absolute value less than 1 [9, Theorem XXIV 4.1]. In other words, the block Toeplitz matrices $A_{+}$and $A_{-}$are boundedly invertible on $l_{2}$ if and only if there exist $k \times k$ matrices $\mathcal{L}_{k}, \tilde{\mathcal{L}}_{k}, \mathcal{U}_{k}$ and $\tilde{\mathcal{U}}_{k}$ with all of their eigenvalues having modulus less than 1 and nonsingular $k \times k$ matrices $\mathcal{D}_{k}$ and $\tilde{\mathcal{D}}_{k}$ such that

$$
\begin{equation*}
\Sigma(z)=\left(I_{k}-z \mathcal{L}_{k}\right)^{T} \mathcal{D}_{k}\left(I_{k}-z^{-1} \mathcal{U}_{k}\right)=\left(I_{k}-z^{-1} \tilde{\mathcal{L}}_{k}\right)^{T} \tilde{\mathcal{D}}_{k}\left(I_{k}-z \tilde{\mathcal{U}}_{k}\right) . \tag{6.2}
\end{equation*}
$$

The factors in (6.2) can be found by applying the algorithm of the preceding subsection to $\Sigma(z)$ and to $\Sigma\left(z^{-1}\right)$.

Now we define on $l_{2}$ the projections $P_{n}$ of rank $n k$ as follows: $P_{n}\left(x_{i}\right)_{i=0}^{\infty}=$ $\left(x_{0}, x_{1}, \ldots, x_{n k}, 0,0,0, \ldots\right)$. Define the $(n k) \times(n k)$ matrices $A_{n+}$ and $A_{n-}$ as the corresponding left upper blocks of $A_{+}$and $A_{-}$, respectively. Then, according to Theorem 2.1 of [10] (also [14, 24]), the matrices $A_{n+}$ and $A_{n-}$ are nonsingular for sufficiently large $n$ and for every $\mathrm{y} \in l_{2}$ the vector ( $A_{n+}^{-1} \mathrm{y}, 0,0,0, \ldots$ ) converges to $A_{+}^{-1} \mathrm{y}$ in the norm of $l_{2}$. Similarly, for every $\mathrm{y} \in l_{2}$ the vector $\left(A_{n-}^{-1} \mathbf{y}, 0,0,0, \ldots\right)$ converges to $A_{-}^{-1} y$ in the norm of $l_{2}$. In fact, these two convergence properties together are equivalent to the bounded invertibility of both $A_{+}$and $A_{-}$on $l_{2}$.

The semi-infinite matrices given by (6.1) have factorizations $A_{ \pm}=L_{ \pm} D_{ \pm} U_{ \pm}$ of the form (5.1) if and only if they are boundedly invertible on $l_{2}$. Then, for $n$ large enough, the matrices $A_{n \pm}$ corresponding to their $(n k) \times(n k)$ left upper corners have factorizations of the form

$$
A_{n+}=L_{n+} D_{n+} U_{n+}, \quad A_{n-}=L_{n-} D_{n-} U_{n-}
$$

where $D_{n+}$ and $D_{n-}$ are block diagonal matrices and $L_{n+}, L_{n-}, U_{n+}^{T}$ and $U_{n-}^{T}$ are lower block triangular matrices having $I_{k}$ as their diagonal blocks. Moreover, writing $\mathcal{J}_{n}[T]$ as the semi-infinite matrix obtained from the $(n k) \times(n k)$ matrix $T$ by adding zero entries, the extended $(n k) \times(n k)$ matrices $\mathcal{J}_{n}\left[L_{n \pm}\right], \mathcal{J}_{n}\left[L_{n \pm}^{-1}\right]$, $\mathcal{J}_{n}\left[U_{n \pm}\right], \mathcal{J}_{n}\left[U_{n \pm}^{-1}\right], \mathcal{J}_{n}\left[D_{n \pm}\right]$ and $\mathcal{J}_{n}\left[D_{n \pm}^{-1}\right]$ converge to the respective semi-infinite matrices $L_{ \pm}, L_{ \pm}^{-1}, U_{ \pm}, U_{ \pm}^{-1}, D_{ \pm}$and $D_{ \pm}^{-1}$ in the strong operator topology as $n \rightarrow \infty$. To prove these convergence properties, one applies the theory of multiplicative $L U$-decompositions [9] with respect to the chain of orthogonal projections $\left\{0, P_{0}, P_{1}, \cdots, I_{l_{2}}\right\}$ to the semi-infinite matrices $A_{ \pm}$, where $I_{l_{2}}$ is the identity operator on $l_{2}$. Using the same multiplicative $L U$-decompositions with respect to the same chain of projections in the Hilbert space of complex sequences $\left(x_{i}\right)_{i=0}^{\infty}$ endowed with the weighted norm $\left(\sum_{i \in \mathbb{Z}_{+}} r^{2 i}\left|x_{i}\right|^{2}\right)^{1 / 2}$ for a suitable $r>1$, one proves that the above convergence properties also hold with respect to the weighted norm. Details will be given in a future paper.

Similar results hold for the $L D U$-factorization of a bi-infinite block tridiagonal Toeplitz matrix $A$. Indeed, let $l_{2}(\mathbb{Z})$ stand for the Hilbert space of square summable sequences indexed by the integers and let us define on $l_{2}(\mathbb{Z})$ the projection $P_{n}^{\leftrightarrow}$ of rank $(2 n+1) k$ as follows: $P_{n}^{\leftrightarrow}\left(x_{i}\right)_{i=-\infty}^{\infty}=\left(\cdots, 0,0, x_{-n}, \cdots, x_{n}, 0,0, \cdots\right)$.

Next, define the $(2 n+1) k \times(2 n+1) k$ matrices $A_{n}$ as the corresponding central blocks of $A$. Then, according to [10], Theorem 3.1, applied for $R=S, A_{n}$ is nonsingular for sufficiently large $n$ and for every $y \in l_{2}(\mathbb{Z})$ the vector $\left(\cdots, 0,0, A_{n}^{-1} \mathbf{y}\right.$, $0,0, \cdots)$ converges to $A^{-1} \mathbf{y}$ in the norm of $l_{2}(\mathbb{Z})$. Actually, this convergence property is equivalent to the invertibility of both $A_{+}$and $A_{-}$on $l_{2}$. Moreover, for sufficiently large $n$ the matrices $A_{n}$ have a factorization of the form

$$
A=L_{n} D_{n} U_{n}
$$

where $D_{n}$ is a block diagonal matrix and $L_{n}$ and $U_{n}^{T}$ are lower block triangular matrices having $I_{k}$ as their diagonal blocks. Moreover, writing $\mathcal{J}_{n}^{\leftrightarrow}[T]$ as the biinfinite matrix obtained from the $(2 n+1) k \times(2 n+1) k$ matrix $T$ by adding zero entries, the extended matrices $\mathcal{J}_{n}^{\leftrightarrow}\left[L_{n}\right], \mathcal{J}_{n}^{\leftrightarrow}\left[L_{n}^{-1}\right], \mathcal{J}_{n}^{\leftrightarrow}\left[U_{n}\right], \mathcal{J}_{n}^{\leftrightarrow}\left[U_{n}^{-1}\right], \mathcal{J}_{n}^{\leftrightarrow}\left[D_{n}\right]$ and $\mathcal{J}_{n}^{\leftrightarrow}\left[D_{n}^{-1}\right]$ converge to the respective bi-infinite matrices $L, L^{-1}, U, U^{-1}, D$ and $D^{-1}$ in the strong operator topology as $n \rightarrow \infty$. The proof of these convergence properties follows from the theory of multiplicative $L U$-decompositions [9] with respect to a suitable chain of orthogonal projections.

When $A$ is real positive definite and hence $A_{0}$ is real positive definite and $A_{j}^{T}=A_{-j}$ for $j \geq 1, A_{+}$and $A_{-}$are both boundedly invertible on $l_{2}$, since the factorizations (6.2) both exist. In this case the unique solution of the equation $A \mathrm{x}=\mathrm{y}$ can be approximated as in the previous two paragraphs.

If $A$ is a positive definite scalar Toeplitz matrix (i.e., $k=1$ ) several interesting properties have been proved for the elements of the Cholesky factors of $A_{+}, A$, $A_{+}^{-1}$ and $A^{-1}[17]$. In particular, the inequality (3.3) shows that as $n \rightarrow \infty$ the elements of $\mathcal{J}_{n}\left[L_{n}\right]$ decay exponentially to the coefficients of the spectral factor $\gamma(z)$. Likewise, it has been proved in [18, (2.16)] that as $n \rightarrow \infty$ the coefficients of $L_{+}^{-1}$ converge exponentially to those of $\gamma(z)^{-1}$.

Our numerical experiments suggest that these properties can be extended to the block case. We plan to explore this possibility in the near future.

## 7. An application

Let $P_{3}$ be a polynomial of degree 3. A Hermite B -spline of order 2 and support $[0,2]$ is a function $B \in C^{1}[0,2]$ which satisfies the condition [21]

$$
B(x)= \begin{cases}P_{3}(x), & 0 \leq x \leq 1 \\ \pm P_{3}(2-x), & 1 \leq x \leq 2\end{cases}
$$

Now let $B_{1}$ and $B_{2}$ be the following second order Hermite B -splines:

$$
\begin{aligned}
& B_{1}(x)= \begin{cases}x^{2}(3-2 x), & 0 \leq x \leq 1 \\
(2 x-1)(x-2)^{2}, & 1<x \leq 2\end{cases} \\
& B_{2}(x)= \begin{cases}x^{2}(x-1), & 0 \leq x \leq 1 \\
(x-1)(x-2)^{2}, & 1<x \leq 2\end{cases}
\end{aligned}
$$

As $B_{1}^{(\alpha)}(0)=B_{1}^{(\alpha)}(2)=0$ for $\alpha=0,1, B_{1}(1)=1$ and $B_{1}^{\prime}(1)=0, B_{2}^{(\alpha)}(0)=$ $B_{2}^{(\alpha)}(2)=0$ for $\alpha=0,1, B_{2}(1)=0$ and $B_{2}^{\prime}(1)=1$, we call them cardinal.

Furthermore, let B be the two-dimensional vector

$$
\mathbf{B}(x)=\left[\begin{array}{l}
B_{1}(x) \\
B_{2}(x)
\end{array}\right]
$$

and let $\mathrm{B}_{j}(x):=\mathrm{B}(x-j), j \in \mathbb{Z}$, be the $j$-th integer translate of $\mathbf{B}$. Now, among the functional vectors $\left\{\mathrm{B}_{j}\right\}$, we introduce the inner product

$$
\left\langle\mathbf{B}_{h}, \mathbf{B}_{k}\right\rangle:=\left[\begin{array}{ll}
\left\langle B_{1}(\cdot-h), B_{1}(\cdot-k)\right\rangle & \left\langle B_{1}(\cdot-h), B_{2}(\cdot-k)\right\rangle  \tag{7.1}\\
\left\langle B_{2}(\cdot-h), B_{1}(\cdot-k)\right\rangle & \left\langle B_{2}(\cdot-h), B_{2}(\cdot-k)\right\rangle
\end{array}\right]
$$

where the symbol $\langle\cdot$,$\rangle denotes the usual inner product in L^{2}(\mathbb{R})$. According to this definition, $\mathbf{B}_{h}$ is orthonormal to $\mathbf{B}_{k}$ if and only if $\left\langle\mathbf{B}_{h}, \mathbf{B}_{k}\right\rangle=I_{2} \delta_{h k}$, where $I_{2}$ is the $2 \times 2$ identity matrix and $\delta_{h k}$ is the Kronecker symbol.

The vector B, as well as other kinds of vectors of Hermite B-splines, has been used in the construction of orthonormal multiwavelets, that is in the construction of vectors of wavelets [6].

Because the support of each component of the vector $B_{j}$ is confined to the interval $[0,2]$, the bi-infinite matrix $G:=\left(\left\langle\mathbf{B}_{h}, \mathrm{~B}_{k}\right\rangle\right)_{h, k \in \mathbb{Z}}$ is a symmetric block tridiagonal Toeplitz matrix characterized by the $2 \times 2$ matrices

$$
G_{1}=\frac{1}{420}\left[\begin{array}{cc}
54 & 13 \\
-13 & -3
\end{array}\right], \quad G_{0}=\frac{1}{420}\left[\begin{array}{cc}
312 & 0 \\
0 & 8
\end{array}\right], \quad G_{-1}=\frac{1}{420}\left[\begin{array}{cc}
54 & -13 \\
13 & -3
\end{array}\right]
$$

The eigenvalues of the corresponding symbol

$$
\begin{equation*}
\Sigma(z)=z G_{1}+G_{0}+z^{-1} G_{-1} \tag{7.2}
\end{equation*}
$$

are the zeros of the equation

$$
z^{4}-72 z^{3}+262 z^{2}-72 z+1=0
$$

It is immediate that the symbol (7.2) is a $2 \times 2$ matrix polynomial which is Hermitian and positive definite on the unit circle and has two eigenvalues inside and two outside the unit circle. Hence, the method of Section 3 allows us to obtain the factorization of the symbol with respect to the unit circle and, consequently, the factorization of $G$. As $G$ is positive definite, so is $D$ and hence we can write $G=\hat{L} \hat{L}^{T}$, where $\hat{L}=L D^{1 / 2}$ is the Cholesky factor of $G$.

Suppose that $n$ is an integer such that $n \geq 2$ and $m:=n-2$. We consider the orthonormalization on $[0, n]$ of the sequence $\mathrm{B}_{0}, \mathrm{~B}_{1}, \ldots, \mathrm{~B}_{m}$ by a Gram-Schmidt process. In such a process, for the sake of simplicity, we still define the inner product among $\left\{\mathrm{B}_{i}\right\}$ by (7.1), but the symbol $\langle\cdot, \cdot\langle$ represents now the usual inner product in $L^{2}[0, n]$. The process generates the vectors $\mathrm{O}_{0}^{n}, \mathrm{O}_{1}^{n}, \ldots, \mathrm{O}_{m}^{n}$ such that

$$
\left\langle\mathrm{O}_{r}^{n}, \mathrm{O}_{s}^{n}\right\rangle=I_{2} \delta_{r s}, \quad r, s=0,1, \ldots, m
$$

This procedure is well-defined since the corresponding $(m+1) \times(m+1)$ block tridiagonal Gram matrix $\hat{G}_{(m+1)}$ is nonsingular. It is then straightforward to prove that the functional vectors $\left\{\mathrm{O}_{i}^{n}\right\}$ can be expressed as follows:

$$
\mathrm{O}_{i}^{n}(x)=\sum_{j=0}^{i}\left(\hat{L}_{m+1}^{-1}\right)_{i j} \mathrm{~B}_{j}(x), \quad i=0,1, \ldots, m
$$

where $\hat{L}_{(m+1)}$ is the Cholesky factor of $\hat{G}_{(m+1)}$.
Now let

$$
\mathbf{O}(x)=\sum_{j=0}^{\infty} \hat{L}_{j}^{-} \mathbf{B}_{-j}(x)
$$

where $\left\{\hat{L}_{j}^{-}\right\}$is the sequence of $2 \times 2$ matrices defined by the series

$$
\mathcal{D}^{-1 / 2}\left(I_{k}-z \mathcal{L}_{k}\right)^{-1}=\sum_{j=0}^{\infty} \hat{L}_{j}^{-} z^{j}
$$

Furthermore, as a result of Theorem 5.2 , the norms $\left\|\hat{L}_{j}^{-}\right\|$decay exponentially as $j \rightarrow \infty$, i.e. there exist constants $c>0$ and $r \in(0,1)$ such that $\left\|\hat{L}_{j}^{-}\right\| \leq c r^{j}$ for all $j \in \mathbb{Z}_{+}$.

Our numerical experiments suggest that $\mathrm{O}(x)$ is the limiting profile of the sequence $\left\{\mathrm{O}_{i}^{n}\right\}$. Hence we conjecture that there exist constants $c>0$ and $\alpha \in$ $(0,1)$ such that for any $n \geq 2, m$ as above and $0 \leq i \leq m$

$$
\left\|\mathbf{O}_{i}^{n}(x)-\mathrm{O}_{i}(x)\right\| \leq c \alpha^{i}, \quad x \in \mathbb{R}_{+}
$$

where $\mathrm{O}_{i}(x):=\mathbf{O}(x-i)$ and $\|\mathbf{f}(x)\|=\max \left\{\left\|f_{1}(x)\right\|_{\infty},\left\|f_{2}(x)\right\|_{\infty}\right\}$. Figure 2 gives an idea of the behavior of the two components of $\mathrm{O}_{i}^{20}(x)$ for some values of $i$ and Figure 3 represents the graph of the components of $\mathrm{O}(x)$.


Figure 2: Components of $\mathrm{O}_{i}^{20}, i=0,1,2,3,9,15,16,17,18$


Figure 3: 2nd order Hermite O-splines

This is a special case of the more general problem concerning the asymptotic behavior of the Gram-Schmidt process for the orthonormalization of a large number of vectors of locally supported functions. We plan to study this problem in a next paper.

## 8. Multi-index Toeplitz matrices

As we have seen above, the orthonormalization of B-splines can be reduced to the $L D U$-factorization of a bi-infinite Toeplitz matrix. The generalization of this problem to vector-valued B-splines leads to the $L D U$-factorization of bi-infinite block Toeplitz matrices. A different generalization occurs at the orthonormalization of $m$-dimensional B-splines, with $m \geq 2$. This problem can in principle be reduced to the $L D U$-factorization for Toeplitz matrices with $m$ indices where $m \geq 2$. In this section we study the definition, existence and stability under finite section truncation of the $L D U$-factorization of $m$-index bi-infinite Toeplitz matrices.

Let $l_{2}\left(\mathbb{Z}^{m}\right)$ be the Hilbert space of all square summable functions $x: \mathbb{Z}^{m} \rightarrow \mathbb{C}$ with norm

$$
\|x\|^{2}=\sum_{\alpha \in \mathbb{Z}^{m}}\left|x_{\alpha}\right|^{2}, \quad x=\left(x_{\alpha}\right)_{\alpha \in \mathbb{Z}^{m}}
$$

and inner product

$$
\langle x, y\rangle=x^{*} y=\sum_{\alpha \in \mathbb{Z}^{m}} \bar{x}_{\alpha} y_{\alpha}, \quad x=\left(x_{\alpha}\right)_{\alpha \in \mathbb{Z}^{m}}, \quad y=\left(y_{\alpha}\right)_{\alpha \in \mathbb{Z}^{m}}
$$

where $x^{*}=\left(\bar{x}_{\alpha}\right)_{\alpha \in \mathbb{Z}^{m}}$. Here we have written $x_{\alpha}$ instead of $x(\alpha)$.
Introducing the right shift $S_{k}$ by $S_{k}\left(x_{\alpha}\right)_{\alpha \in \mathbb{Z}^{m}}=\left(x_{\alpha-\gamma(k)}\right)_{\alpha \in \mathbb{Z}^{m}}, k=1, \ldots, m$, where $\gamma(k) \in \mathbb{Z}^{m}$ is the element of $\mathbb{Z}^{m}$ with $k$-th entry 1 and zero for the other entries, a bi-infinite Toeplitz matrix $A=\left(A_{\alpha-\beta}\right)_{\alpha, \beta \in \mathbb{Z}^{m}}$ is defined as any bounded
linear operator $A$ on $l_{2}\left(\mathbb{Z}^{m}\right)$ that commutes with the right shifts $S_{1}, \cdots, S_{m}$. Such a Toeplitz matrix is said to be in the Wiener class if

$$
\sum_{\alpha \in \mathbb{Z}^{m}}\left|A_{\alpha}\right|<+\infty
$$

In that case we define the symbol by

$$
\hat{A}(z)=\sum_{\alpha \in \mathbb{Z}^{m}} A_{\alpha} z^{\alpha}, \quad z=\left(z_{1}, \cdots, z_{m}\right) \in \mathbb{T}^{m}
$$

where $z^{\alpha}=z_{1}^{\alpha_{1}} \cdots z_{m}^{\alpha_{m}}$ for $\alpha=\left(\alpha_{1}, \cdots, \alpha_{m}\right)$ and $\mathbb{T}^{m}=\left\{z=\left(z_{1}, \cdots, z_{m}\right) \in\right.$ $\left.\mathbb{C}^{m}:\left|z_{1}\right|=\cdots=\left|z_{m}\right|=1\right\}$ is the $m$-dimensional torus. Clearly, the symbol of a bi-infinite Toeplitz matrix in the Wiener class is continuous on $\mathbb{T}^{m}$. Using standard Banach algebra theory [ 9 , Chapter XXX] one sees immediately that the bi-infinite Toeplitz matrices in the Wiener class form a commutative $C^{*}$-algebra with respect to convolution [i.e., $(A * B)_{\alpha}=\sum_{\gamma \in \mathbb{Z}^{m}} A_{\alpha-\gamma} B_{\gamma}$ ] whose multiplicative linear functionals are exactly the maps $A \mapsto \hat{A}(z)$ for $z \in \mathbb{T}^{m}$. As a result, a biinfinite Toeplitz matrix $A$ in the Wiener class whose symbol $\hat{A}(z)$ does not vanish for $z \in \mathbb{T}^{m}$, has a bounded inverse in the Wiener class whose symbol is given by $1 / \hat{A}(z)$.

To define the $L D U$-factorization of a bi-infinite $m$-index Toeplitz matrix with $m \geq 2$ one needs a linear order $\preceq$ on $\mathbb{Z}^{m}$ which allows one to call a Toeplitz matrix $A$ lower (resp. upper) triangular if $A_{\alpha}=0$ for all $\alpha \in \mathbb{Z}^{m}$ with $\alpha \prec(0, \cdots, 0)$ (resp. $\alpha \succ(0, \cdots, 0)$ ). This linear order must have the following properties:
(a) $\alpha \preceq \beta \Longrightarrow \alpha+\gamma \preceq \beta+\gamma$, and
(b) $(\alpha \preceq \beta$ and $c \geq 0) \Longrightarrow c \alpha \preceq c \beta$.

The main problem is that for $m \geq 2$ such a so-called term ordering is by no means unique. In fact, the lexicographical order on $\mathbb{Z}^{m}$ with respect to any order of the "letters" $1, \cdots, m$ within the "alphabet" $\{1, \cdots, m\}$ will do. With respect to $\preceq$, we call $A=\left(A_{\alpha-\beta}\right)_{\alpha, \beta \in \mathbb{Z}^{m}}$ lower triangular if $A_{\alpha}=0$ for all $\alpha \in \mathbb{Z}^{m}$ with $\alpha \prec(0, \cdots, 0)$, upper triangular if $A_{\alpha}=0$ for all $\alpha \in \mathbb{Z}^{m}$ with $\alpha \succ(0, \cdots, 0)$, and diagonal if $A_{\alpha}=0$ for all $\alpha \in \mathbb{Z}^{m}$ different from ( $0, \cdots, 0$ ).

Consider the linear order $\preceq$ of $\mathbb{Z}^{m}$ as specified above. Let us study representations of $A$ in the form
(8.1) $A=L D U$,
where $L=\left(L_{\alpha-\beta}\right)_{\alpha, \beta \in \mathbb{Z}^{m}}$ is lower triangular with $L_{(0, \cdots, 0)}=1, U=\left(U_{\alpha-\beta}\right)_{\alpha, \beta \in \mathbb{Z}^{m}}$ is upper triangular with $U_{(0, \cdots, 0)}=1$, and $D=\left(D_{\alpha-\beta}\right)_{\alpha, \beta \in \mathbb{Z}^{m}}$ is a diagonal matrix. This factorization, which can be proven to exist under very general conditions on $A$, is not unique. To make it unique, we also require $D$ to be invertible (i.e., $D_{0}$ to be nonzero) and $L$ and $U$ to be boundedly invertible on $l_{2}\left(\mathbb{Z}^{m}\right)$ with inverses $L^{-1}$ and $U^{-1}$ that are lower and upper triangular matrices, respectively. In that case,
$A$ has to be boundedly invertible on $l_{2}\left(\mathbb{Z}^{m}\right)$, but in general this is not sufficient for the existence of an $L D U$-factorization. A representation of $A$ in the form (8.1) where $L, D$ and $U$ have the above additional properties, is called an $L D U$ factorization of $A$. It is now easily seen that $L D U$-factorization of $A$ with factors and its inverses in the Wiener class amounts to the factorization

$$
\begin{equation*}
\hat{A}(z)=\hat{L}(z) D_{0} \hat{U}(z), \quad z \in \mathbb{T}^{m} \tag{8.2}
\end{equation*}
$$

in terms of the corresponding symbols, where $D_{0}$ is a nonzero constant, $\hat{L}(z)-1$ and $\hat{L}(z)^{-1}-1$ have Fourier series where all terms proportional to $z^{\alpha}$ with $\alpha \prec$ $(0, \cdots, 0)$ vanish, and $\hat{U}(z)-1$ and $\hat{U}(z)^{-1}-1$ have Fourier series where all terms proportional to $z^{\alpha}$ with $\alpha \succ(0, \cdots, 0)$ vanish.

If $A$ is a bi-infinite Toeplitz matrix in the Wiener class and its symbol $\hat{A}(z)>$ 0 for all $z \in \mathbb{T}^{m}$, i.e., if $A$ is positive definite on $l_{2}\left(\mathbb{Z}^{m}\right)$, the factorization (8.2) exists. In that case, $D_{0}>0, \hat{U}(z)=\hat{L}\left(\bar{z}^{-1}\right)^{*}$, and therefore

$$
A(z)=\tilde{L}(z) \tilde{L}\left(\bar{z}^{-1}\right)^{*}, \quad \tilde{L}(z)=\hat{L}(z) \sqrt{D_{0}}
$$

leads to a Cholesky factorization of $A$.
Generalizing the existence theory for $L D U$-factorizations using the WienerHopf factorization theory for their symbols is not obvious if $m \geq 2$. First of all, there is no obvious geometrical criterion for the existence of the factorization (8.2) and the construction of the factors as in the case $m=1$ where the winding number turned out to be the key to the solution of the problem. Secondly, the factorization depends in an essential way on the choice of the linear order $\preceq$ on $\mathbb{Z}^{m}$.

The generalization of the previous results for $m=1$ will be based on the closely related theories of chains of projections in a Hilbert space [15, 9] and of nest algebras [8], which have the additional advantage of yielding an $L D U$ factorization theory for arbitrary bounded linear operators on $l_{2}\left(\mathbb{Z}^{m}\right)$ or on general separable Hilbert spaces. Before defining $L D U$-factorization with respect to a complete chain of orthogonal projections (using the language of [ 9 , Chapter XXII]) or with respect to a nest (using the language of [8]), we first introduce the necessary preliminaries.

Let $H$ be a (real or complex) Hilbert space. By a nest $\mathcal{N}$ we mean a chain of closed subspaces containing $\{0\}$ and $H$ that is closed with respect to intersection and closed linear spans. For every $N \in \mathcal{N}, P_{N}$ denotes the orthogonal projection onto $N$. Then $\left\{P_{N}: N \in \mathcal{N}\right\}$ is a chain of orthogonal projections containing 0 and $I$ that is closed in the strong operator topology. By a jump we mean a pair $\left\{P_{N_{1}}, P_{N_{2}}\right\}$ where the nest does not contain subspaces between $N_{1}$ and $N_{2}$. The nest is maximal if and only if all jumps are one-dimensional. A chain of projections is called discrete if every nontrivial subspace $N \in \mathcal{N}$ has a jump on either side in the linear order, and continuous if there are no jumps at all.

Let us give some illustrative examples, characterized by one index ((1)-(3)) and by $m$ indexes ((4)-(6)).
(1) Let $0=P_{0}, P_{1}, \cdots, P_{n}=I$ be a finite set of orthogonal projections on $H$ such that $\operatorname{Im} P_{j-1} \subset P_{j}(j=1, \cdots, n)$. This is called a finite chain.
(2) Let $H=l_{2}(\mathbb{N})$. Define $P_{0}=0, P_{+\infty}=I$, and

$$
P_{n}\left(x_{1}, \cdots, x_{n}, \cdots\right)=\left(x_{1}, \cdots, x_{n-2}, x_{n-1}, x_{n}, 0,0,0, \cdots\right)
$$

This sequence is a semi-infinite chain.
(3) Let $H=l_{2}(\mathbb{Z})$. Define $P_{-\infty}=0, P_{+\infty}=I$, and

$$
P_{n}\left(\cdots, x_{-1}, x_{0}, x_{1}, \cdots, x_{n}, \cdots\right)=\left(\cdots, x_{n-1}, x_{n}, 0, \cdots\right)
$$

This sequence is a bi-infinite chain.
(4) For $m \in \mathbb{N}$, consider $H=l_{2}\left(\mathbb{Z}^{m}\right)$, where $\mathbb{Z}^{m}$ is ordered lexicographically (by $\leq)$. For $j=1, \cdots, m$ and $\alpha=\left(\alpha_{1}, \cdots, \alpha_{j}\right) \in \mathbb{Z}^{j}$ we define $Q_{\alpha}$ by

$$
\begin{aligned}
& Q_{\alpha}\left(x_{\beta}\right)_{\beta \in \mathbb{Z}^{m}}=\left(y_{\alpha}\right)_{\beta \in \mathbb{Z}^{m}} \\
& y_{\beta}= \begin{cases}x_{\beta}, & \left(\beta_{1}, \cdots, \beta_{j}\right) \leq\left(\alpha_{1}, \cdots, \alpha_{j}\right) \\
0, & \left(\beta_{1}, \cdots, \beta_{j}\right)>\left(\alpha_{1}, \cdots, \alpha_{j}\right) .\end{cases}
\end{aligned}
$$

Then $0,\left\{Q_{\alpha}: \alpha \in \mathbb{Z}^{j}, j=1, \cdots, m\right\}$ and $I$ form a chain. We have

$$
Q_{\left(\alpha_{1}-1\right)} \leq Q_{\left(\alpha_{1}, \cdots, \alpha_{m}\right)} \leq \cdots \leq Q_{\left(\alpha_{1}, \alpha_{2}\right)} \leq Q_{\left(\alpha_{1}\right)}
$$

(5) In $\mathbb{Z}^{m}$ we define the term ordering

$$
\left(\alpha_{1}, \cdots, \alpha_{m}\right) \prec\left(\beta_{1}, \cdots, \beta_{m}\right) \Longleftrightarrow\left(\gamma_{1}, \cdots, \gamma_{m}\right)<\left(\delta_{1}, \cdots, \delta_{m}\right),
$$

where $\gamma_{j}=\alpha_{1}+\cdots+\alpha_{m}$ and $\delta_{j}=\beta_{1}+\cdots+\beta_{m}$. For $j=1, \cdots, m$ and $\alpha=\left(\alpha_{1}, \cdots, \alpha_{j}\right) \in \mathbb{Z}^{j}$, define $P_{\alpha}$ by

$$
\begin{aligned}
& P_{\alpha}\left(x_{\beta}\right)_{\beta_{\in \mathbb{Z}^{m}}=}=\left(y_{\alpha}\right)_{\beta \in \mathbb{Z}^{m}} \\
& y_{\beta}= \begin{cases}x_{\beta}, & \left(\beta_{1}, \cdots, \beta_{j}\right) \preceq\left(\alpha_{1}, \cdots, \alpha_{j}\right) \\
0, & \left(\beta_{1}, \cdots, \beta_{j}\right) \succ\left(\alpha_{1}, \cdots, \alpha_{j}\right) .\end{cases}
\end{aligned}
$$

Then $0,\left\{P_{\alpha}: \alpha \in \mathbb{Z}^{j}, j=1, \cdots, m\right\}$ and $I$ form a chain.
(6) Put $\mathbb{Z}_{+}^{m}=\left\{\alpha \in \mathbb{Z}^{m}: \alpha_{j} \geq 0, j=1, \cdots, m\right\}$. Consider $H=l_{2}\left(\mathbb{Z}_{+}^{m}\right)$ with the chain consisting of the projections $P_{\alpha}\left(\alpha_{j} \geq 0, j=1, \cdots, m\right)$ and $I$. This is a discrete chain.

Given the finite chain $\mathcal{P}=\left\{0=P_{0}, P_{1}, \cdots, P_{n}=I\right\}$ on the Hilbert space $H$, consider the bounded linear operator $A$ on $H$. Then $A$ is called diagonal if $P A=A P$ for every $P \in \mathcal{P}$; the diagonal part of $A$ is defined by $A_{\text {diagonal }}=$ $\sum_{j=1}^{n}\left(\Delta P_{j}\right) A\left(\Delta P_{j}\right)$, where $\Delta P_{j}=P_{j}-P_{j-1}(j=1, \cdots, n)$. Further, $A$ is called lower (resp. upper) triangular if $P A=P A P$ (resp. $A P=P A P$ ) for every $P \in \mathcal{P}$. Then by an $L D U$-factorization of $A$ with respect to the chain $\mathcal{P}$ we mean a representation of $A$ in the form (8.1), where $L, D$ and $U$ are boundedly invertible, $D$ is diagonal, $L$ and $L^{-1}$ are lower triangular with the identity operator as their diagonal parts, and $U$ and $U^{-1}$ are upper triangular with the identity operator as their diagonal parts. Moreover, if such a factorization exists, it is unique and the factors are given by

$$
\begin{align*}
L & =\prod_{j=1}^{n}\left[I-\Delta P_{j} K P_{j-1}\left(I-P_{j-1} K P_{j-1}\right)^{-1}\right] \\
U & =\prod_{j=1}^{n}\left[I-\left(I-P_{j-1} K P_{j-1}\right)^{-1} P_{j-1} K \Delta P_{j}\right] \\
D & =\sum_{j=1}^{n} \Delta P_{j}\left[I-K-K P_{j-1}\left(I-P_{j-1} K P_{j-1}\right)^{-1} K\right] \Delta P_{j}  \tag{8.3}\\
L^{-1} & =I+\sum_{j=1}^{n} \Delta P_{j} K P_{j-1}\left(I-P_{j-1} K P_{j-1}\right)^{-1} \\
U^{-1} & =I+\sum_{j=1}^{n}\left(I-P_{j-1} K P_{j-1}\right)^{-1} P_{j-1} K \Delta P_{j} \\
D^{-1} & =\sum_{j=1}^{n} \Delta P_{j}\left(I-P_{j} K P_{j}\right)^{-1} \Delta P_{j},
\end{align*}
$$

where $I$ is the identity operator, $K=I-A$, and the factors in the products determining $L$ (resp. $U$ ) are to be read from the right to the left (resp. from the left to the right). The existence of the bounded inverses $\left(I-P_{j-1} K P_{j-1}\right)^{-1}$ $(j=1, \cdots, n)$ is a necessary and sufficient condition for the existence of the $L D U$ factorization of $A$. In particular, if $A$ is positive definite on $H$ (i.e., if $\exists \kappa>0$ : $\langle A x, x\rangle \geq \kappa\|x\|^{2}$ for all $x \in H$ ), then $A$ has an $L D U$-factorization.

The definitions of diagonal, lower triangular and upper triangular operators and of $L D U$-factorizations, all with respect to a (closed) chain $\mathcal{P}$ of orthogonal projections, can be given by approximating the chain $\mathcal{P}$ by finite subchains and employing the above definitions. For instance, given the chain $\mathcal{P}=\{0=$
$\left.P_{0}, P_{1}, \cdots, I\right\}$ on $H=l_{2}(\mathbb{N})$ [cf. Example (1)] and the boundedly invertible operator $A=I-K$ on $H$, the $L D U$-factorization (8.1) of $A$ exists if and only if

$$
\sup _{j}\left\|\left(I-P_{j} K P_{j}\right)^{-1} P_{j}\right\|<+\infty
$$

and either of the series for $L^{-1}$ and $U^{-1}$ below converges strongly. Then the factors $L, D$ and $U$ and their inverses when they exist, are uniquely determined by $A$ and are given by infinite series and infinite products, which can be formally obtained by replacing $n$ by $\infty$ in (8.3). By a simple approximation argument one now easily proves $[8,9]$ that a positive definite operator $A$ on $l_{2}(\mathbb{N})$ admits an $L D U$-factorization and hence a Cholesky factorization $A=\mathrm{E} \mathrm{E}^{*}$ where $\mathrm{E}=L D^{1 / 2}$.

If $\mathcal{P}$ is a general (closed) chain of orthogonal projections on a Hilbert space $H$, one can define diagonal, lower triangular and upper triangular operators and $L D U$-factorizations by approximating the chain by finite subchains and utilizing the above definitions for finite chains. For the examples (1)-(6) of chains given above, one thus obtains expressions for the $L D U$-factors and their inverses that contain infinite series and infinite products that converge in the strong operator topology (cf. [9]). If the chain is uncountable, the infinite sums and infinite products are to be replaced by integrals and so-called multiplicative integrals, respectively.

The following result can be found in [8]. The proof for the special case of example (1) given in [9] is easily adapted to examples (2)-(6).

Theorem 8.1. Let $A$ be positive definite on $H$, and let $\mathcal{P}$ be a countable chain of orthogonal projections in $H$ that is closed with respect to the strong operator topology. Then $A$ has a unique $L D U$-factorization as well as a Cholesky factorization with respect to $\mathcal{P}$.

Theorem 8.1 does not hold for uncountable chains. In fact, given un uncountable chain of orthogonal projections in $H$ that is closed with respect to the strong operator topology, then for every $\varepsilon>0$ there exists a compact operator $K$ with $\|K\|<\varepsilon$ such that $A=I-K$ is positive definite and does not have an $L D U$-factorization with respect to the chain.

Given the chain $\mathcal{P}=\left\{0=P_{0}, P_{1}, \cdots, I\right\}$ on $H=l_{2}(\mathbb{N})$ [cf. Example (1)], we have derived the expressions for the $L D U$-factors and their inverses of a semiinfinite matrix $A$ above, where the infinite series and infinite products converge strongly. When the summations and products run over $j=1, \cdots, n$ instead, one gets the $L D U$-factorization of the compression of $A$ to the range of $P_{n}$ with respect to the finite subchain $\mathcal{P}^{(n)}=\left\{0=P_{0}, P_{1}, \cdots, P_{n}, I\right\}$, as is apparent from the expressions for the $L D U$-factors and their inverses in the case of a finite chain. In other words, if $A$ has an $L D U$-factorization, its factors and their inverses can be obtained as the strong limits of the $L D U$-factors and their inverses for the $n \times n$ finite compression of $A$ as $n \rightarrow+\infty$. Similar results hold for $L D U$-factorizations
with respect to arbitrary countable (closed) chains. It is not obvious how to obtain results on the rate of convergence.

Finally, $L D U$-factorization for bi-infinite and semi-infinite Toeplitz matrices are easily obtained from the general $L D U$-factorization results as follows. Consider $H=l_{2}(\mathbb{Z})$ and let $S$ be the right shift. Then a bi-infinite matrix $A$ is a Toeplitz matrix if and only if $A S=S A$. Since similarity using $S$ maps the sets of lower triangular, diagonal and upper triangular matrices onto themselves, the factors in the $L D U$-factorization of a Toeplitz matrix are themselves Toeplitz matrices. Analogously, consider $H=l_{2}\left(\mathbb{Z}^{m}\right)$ and let $S_{1}, \cdots, S_{m}$ be the elementary right shifts. Then a bi-infinite matrix $A$ is a Toeplitz matrix if and only if $A S_{j}=S_{j} A(j=1, \cdots, m)$. Since the similarities using $S_{1}, \cdots, S_{m}$ map the sets of lower triangular, diagonal and upper triangular matrices onto themselves, the factors in the $L D U$-factorization of a Toeplitz matrix are themselves Toeplitz matrices.
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