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Preface

Applying Exponential Dichotomy

Exponentially dichotomous operators are the natural evolution operators of first-
order linear homogeneous differential equations in an arbitrary Banach space in
which causal effects can have impact on both future and past events. When incor-
porated as the differential equation describing the state of a linear system, these
systems are called noncausal or forward-backward or of mixed type. Exponentially
dichotomous operators can be viewed as direct sums

S = S++̇S−,

where S+ and S− are the infinitesimal generators of exponentially decaying strong-
ly continuous semigroups on a Banach space, one forward in time and the other
backward in time. This means that its resolvent (λ−S)−1 exists on a vertical strip

Cε = {λ ∈ C : |Reλ| ≤ ε}

for some ε > 0, is bounded on Cε, and is the Fourier transform of a so-called
bisemigroup E(t), composed of a semigroup forward in time on the first compo-
nent space and minus a semigroup backward in time on the second component
space. Both of these semigroups are exponentially decaying. The Cauchy problem
governed by S now has the form{

u′(t) = Su(t) + f(t), t ∈ R,

u(0+) − u(0−) = x0,

where both the inhomogeneous term f and the solution u are assumed Bochner
integrable to guarantee the existence of a unique solution.

The author’s interest in exponentially dichotomous operators has been
sparked by his past involvement in four research areas, where it has been deemed
convenient to employ exponentially dichotomous operators. These four areas are
linear kinetic equations (including those governed by a Sturm-Liouville differential
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operator with indefinite weight function), forward-backward systems of Pritchard-
Salamon type, inverse scattering on the line, and algebraic Riccati equations re-
lated to so-called block operators of Hamiltonian type. Exponentially dichoto-
mous operators have also arisen in the study of linear integral equations with
semi-separable kernels and, more recently, in the study of functional differential
equations of mixed type. We discuss each of these research areas briefly.

The research area most familiar to the author has been the mathematical
modeling of stationary particle transport or radiative transfer in a spatially ho-
mogeneous plane parallel domain. Typically the boundary conditions describe the
incoming particle density or incident radiative flux, which naturally requires dis-
tinguishing between the contributions of a forward and a backward direction. Here
distance from the boundary takes the place of forward and backward time. Further,
repeated single scattering events lead to a coupling between the contributions in
the forward and backward directions. This has culminated in an extensive theory
of abstract kinetic equations. A closely related application has been the use of
exponentially dichotomous differential operators in the study of Sturm-Liouville
equations with an indefinite weight function. We deal with kinetic equations in
Chapter 5 and indefinite Sturm-Liouville problems in Chapter 6.

Linear integral equations of the second kind on intervals of the real line
often have a so-called semi-separable integral kernel. This means that the kernel
is separable, but the separation of variables depends on the sign of the difference
between the independent variables. When the integral equation is of convolution or
Hankel type in that it depends on either the difference or the sum of its arguments,
its solutions can be obtained using a linear system of forward-backward type. Here
the role of time is played by the independent variable. The basic results, where
the linear noncausal system is finite-dimensional, were developed in the mid-1980s
(cf. [17]). The theory has been refined to deal with a more extensive class of
integral kernels, where the principal objective has been the investigation of a
class of forward-backward systems with minimal emphasis on integral equations.
We mention in particular forward-backward Pritchard-Salamon systems, but in
principle even more general systems (such as natural generalizations of the well-
posed linear systems studied in [148]) could be studied. We discuss two basic types
of forward-backward systems in Chapter 7.

Block operators, i.e., 2×2 matrices whose entries are linear operators, consti-
tute another area where exponentially dichotomous operators play an important
role. Viewing such operators as additive perturbations of block diagonal opera-
tors, where the decomposition underlying the block structure renders the latter
exponentially dichotomous, we are naturally led to additive (bounded) perturba-
tion theory of exponentially dichotomous operators. Viewing the perturbed block
operator as a Hamiltonian operator, its invariant subspace requirements naturally
lead to algebraic Riccati equations. We thus have in hand a powerful tool for
studying existence of its solutions and even approximation properties. We treat
block operators and algebraic Riccati equations in detail in Chapter 4.
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Delay equations have traditionally been a major source of exponentially di-
chotomous operators. The situation is rather special, because the component semi-
group exponentially decaying backward in time is in fact a strongly continuous
group. In other words, the exponentially dichotomous operators involved in treat-
ing delay equations are generators of hyperbolic semigroups. It has only been in
recent years that there have been serious attempts to extend the theory of de-
lay equations to equations with both positive and negative delays, the so-called
functional differential equations of mixed type. In this case the exponentially di-
chotomous operators are no longer generators of hyperbolic semigroups. Another
complicating factor is the apparent impossibility to apply perturbation theory for
exponentially dichotomous operators. We have therefore decided to discuss func-
tional differential equations of mixed type only in the final Chapter 8.

Exponentially dichotomous operators and the bisemigroups they generate
have been introduced in the study of linear transport equations in Lp-spaces by
the author [154], but the treatment fell far short of a formal definition of expo-
nentially dichotomous operators and bisemigroups. Bart, Gohberg, and Kaashoek
[16] have pioneered abstract exponential dichotomy by giving such a formal def-
inition, by deriving some basic properties, and applying them to the realization
problem for certain infinite-dimensional systems, subsequently called BGK real-
izations. Applications to linear integral equations with semi-separable kernels soon
followed [17]. Ever since, bisemigroups have been applied in various contexts: linear
transport theory, diffusion equations of indefinite Sturm-Liouville type, extended
Pritchard-Salamon realizations, block operators and their various applications,
and functional differential equations of mixed type. Bisemigroups appeared in the
explicit expressions for the solutions of the inverse scattering problem for the ma-
trix Zakharov-Shabat system on the line [5, 156], but it turned out later that
bisemigroups could have been avoided and increased transparency been reached.
Although some characterizations of exponential dichotomy were derived right from
the dawn of its theory [16], it has been quite recent that more implementable char-
acterizations have been derived [134, 38, 157].

The theory of exponential dichotomy as presented in this monograph and in
its major input publications has been developed with almost total disregard of
the theory of exponential dichotomy prevailing in the study of ordinary differen-
tial equations and functional differential equations. The latter theory consists of
a plethora of applications to nonautonomous ordinary differential equations (see
the bibliography of [142]) and functional differential equations [119, 84, 120] with
various degrees of generality. Using the language of dynamical systems, Sacker and
Sell have developed an umbrella theory of exponential dichotomy of linear evolu-
tion families, first in the finite-dimensional case [139, 140, 141] and more recently
in infinite-dimensional Banach spaces [142]. At present, a theory of exponential
dichotomy of linear evolution families within the tradition of the monograph by
Chicone and Latushkin [44] on linear evolution families in complex Banach spaces
awaits development.
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Purpose, Limitations, and Readership

The purpose of this monograph is to provide a unified treatment of exponentially
dichotomous operators and to discuss its major applications in detail. In Chapter
1 we introduce exponentially dichotomous operators, discuss their spectral prop-
erties, and outline the special cases pertaining to specific types of constituent
semigroups. We also characterize (special kinds of) exponentially dichotomous op-
erators in terms of the operator-valued function having its resolvent as a Fourier
transform. In Chapter 2 we address the problem of proving that, under reason-
able assumptions, a bounded additive perturbation of an exponentially dichoto-
mous operator is exponentially dichotomous itself. This requires discussing Fourier
transforms of Bochner and Pettis integrable functions with values in general Ba-
nach algebras. The most general perturbation results will be obtained in a Hilbert
space setting, but still elude us in general Banach spaces (unless the perturbation
is small enough in the operator norm). In Chapter 3 we generalize the theory of
Cauchy problems governed by the infinitesimal generator of a strongly continuous
semigroup to the bisemigroup setting. Chapters 4–8 are devoted to applications of
exponentially dichotomous operators to algebraic Riccati equations, transport the-
ory, indefinite Sturm-Liouville diffusion equations, noncausal infinite-dimensional
systems, and functional differential equations of mixed type.

In this monograph we limit ourselves to linear autonomous equations with
exponential dichotomy. Strongly continuous semigroups will be discussed only as
a portal to their bisemigroup counterpart. Thus we reduce to the bare minimum
the discussion of results on bisemigroups which can be transcribed directly from
semigroup theory by passing through the constituent semigroups. We refrain from
discussing discrete-time counterparts of bisemigroups (such as those introduced in
[12]), linear evolution families, their exponentially dichotomous generalizations,
and any applications to nonautonomous differential and functional differential
equations altogether. We have selected applications, where (i) bisemigroups are
really the way to go (thus excluding a discussion of inverse scattering on the line
and linear integral equations with semi-separable kernels), and (ii) there exists
enough established knowledge to formulate an umbrella theory of an extensive
family of applications.

Though we have made a strenuous effort to make the book self-contained,
it still requires a nonnegligible basic knowledge of functional analysis. Some of
the necessary material on closed linear operators, strongly continuous semigroups,
Banach algebras, selfadjoint operators, integration of vector-valued functions, and
compactness in spaces of bounded continuous functions is outlined in the first
chapter of this monograph. In Subsection 2.3.2 we outline Bochner and Pettis
integration, although by necessity vector-valued integrals will already appear in
Chapter 1 in a rather intuitive way. We refer to various textbooks for details.

The audience we have in mind consists of researchers and graduate students
interested in acquiring basic knowledge on exponentially dichotomous operators
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and their major applications. Providing the material for a graduate course has not
been our primary objective.
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Chapter 1

Exponentially Dichotomous
Operators and Bisemigroups

In this chapter we compile some basic concepts of functional analysis and employ
them to define and give the basic results on exponentially dichotomous operators
and strongly continuous bisemigroups. In particular, we represent the resolvents of
exponentially dichotomous operators as two-sided Laplace transforms. We also dis-
cuss the special cases of analytic, immediately norm continuous, and immediately
compact bisemigroups, cast hyperbolic semigroups in the bisemigroup framework,
and introduce (sun) dual bisemigroups.

1.1 Standard notation and semigroups

The purpose of this section is to introduce some standard notation, to recall some
terminology, and to present some well-known facts on strongly continuous semi-
groups.

1. Bounded linear operators and direct sums. Given the complex Banach spaces
X and Y , the complex Banach space of all bounded linear operators from X into
Y is denoted by L(X,Y ). The norm of T ∈ L(X,Y ) is defined in the usual way:

‖T ‖L(X,Y )
def= sup

0�=x∈X
(‖Tx‖Y /‖x‖X) = sup

‖x‖X=1

‖Tx‖Y . (1.1)

If X = Y , we write L(X) instead of L(X,X). The identity operator on X is
written as IX . If confusion is unlikely, we drop the subscript X . We write Z+̇W
for the algebraic direct sum of the vector spaces Z and W . It is a complex Banach
space (with norm ‖(z, w)‖ def= ‖z‖Z + ‖w‖W ) if Z and W are complex Banach
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spaces, and a complex Hilbert space (with scalar product 〈(z1, w1), (z2, w2)〉 def=
〈z1, z2〉 + 〈w1, w2〉) if Z and W are complex Hilbert spaces.

2. Closed linear operators. Given the complex Banach spaces X and Y , we denote
a linear operator S defined on a linear subspace of X and having its values in Y
by S(X → Y ). Its domain is written as D(S). Its kernel and range are defined by
KerS = {x ∈ D(S) : Sx = 0} and ImS = {Sx : x ∈ D(S)}, respectively. The
linear operator S(X → X) is said to be closed if its graph G(S) = {(x, Sx) : x ∈
D(S)} is a closed linear subspace of X+̇Y . By the Closed Graph Theorem, closed
operators S(X → Y ) with domain D(S) = X are bounded. We refer to [76, 166]
for more details on closed linear operators.

We write S∗(Y ∗ → X∗) for the closed operator which is the adjoint of a
densely defined linear operator S(X → Y ). If X and Y are complex Hilbert spaces,
then the adjoint is defined in the usual way with respect to the scalar product.

The following useful result appears with full proof as Lemma 1 in [11].

Proposition 1.1. For complex Banach spaces X and Y , let S(X → Y ) be a closed
and densely defined linear operator. Suppose x ∈ X and z ∈ Y are such that
〈z, φ〉 = 〈x, S∗φ〉 for any φ ∈ D(S∗). Then x ∈ D(S) and Sx = z.

Proof. Let G(S) = {(w, Sw) : w ∈ D(S)} be the graph of S. Suppose (x, z) /∈
G(S). Since G(S) is closed in X × Y , by the Hahn-Banach Theorem there exist
ψ ∈ X∗ and χ ∈ Y ∗ such that (ψ, χ) annihilates G(S) and maps (x, z) into a
nonzero number, i.e., 〈x, ψ〉 �= −〈z, χ〉. From 〈w,ψ〉 = −〈Sw, χ〉 for each w ∈ D(S)
it follows that χ ∈ D(S∗) and S∗χ = −ψ. Then 〈x, S∗χ〉 �= 〈z, χ〉 and χ ∈ D(S∗),
which is a contradiction. Consequently, (x, z) ∈ G(S). �

3. Spectrum. Let T (X → X) be a closed linear operator. Then the set of all λ ∈ C

for which λIX −T (or λ−T ) does not have an inverse belonging to L(X), is called
the spectrum, σ(T ), of T ; it is a closed subset of C. It is a nonempty compact subset
of {λ ∈ C : |λ| ≤ ‖T ‖} whenever T ∈ L(X). Its complement in C is called the
resolvent set, ρ(T ), of T . The smallest r > 0 such that σ(T ) ⊂ {λ ∈ C : |λ| ≤ r}
is called the spectral radius, r(T ), of T ; we have

r(T ) = lim
n→∞ ‖T n‖1/n.

An operator T ∈ L(X,Y ) is called invertible if there exists S ∈ L(Y,X) such that
ST = IX and TS = IY . Then T ∈ L(X) is invertible iff it is invertible as an
element of the Banach algebra L(X).

4. Banach space-valued function spaces. Given a complex Banach space X and a
compact Hausdorff space M , by C(M ;X) we denote the complex Banach space
of all continuous functions f : M → X endowed with the norm

‖f‖ def= max
t∈M

‖f(t)‖X . (1.2)
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IfM is an arbitrary Tychonoff space instead, we denote by BC(M ;X) the complex
Banach space of all bounded and continuous functions f : M → X endowed with
the norm

‖f‖ def= sup
t∈M

‖f(t)‖X . (1.3)

If (E, µ) is a measure space, X a complex Banach space, and 1 ≤ p ≤ ∞,
we denote by Lp(E;X) the complex Banach space of all strongly µ-measurable
functions f : E → X for which ‖f(·)‖X : E → R belongs to Lp(E, dµ). The norm
of f ∈ Lp(E;X) is defined as follows:

‖f‖ def=



[∫
E

(‖f(t)‖X)p dµ(t)
]1/p

, 1 ≤ p <∞,

ess sup
t∈E

‖f(t)‖X , p = ∞.

In Subsection 2.3.2 we shall discuss strong measurability and Bochner integration
in more detail; see also [57, 86].

We often need the following lemma about moving a closed linear operator
under the integral sign ([57, Theorem II1.35]; [86, Theorem 3.7.12]). In Chapter 2
we shall prove its generalization Lemma 2.9.

Lemma 1.2 (Hille). Let X and Y be complex Banach spaces and suppose S(X →
Y ) is a closed linear operator. Suppose (E, µ) is a measure space and f ∈ L1(E;X).
If f(t) ∈ D(S) for µ-a.e. t ∈ E and Sf ∈ L1(E;Y ), then

∫
E
f(t) dµ(t) ∈ D(S)

and
S

∫
E

f(t) dµ(t) =
∫
E

Sf(t) dµ(t).

5. Semigroups. By a (strongly continuous) semigroup on a complex Banach space
X we mean a function E : [0,∞) → L(X) such that (i) E(t + s) = E(t)E(s) for
t, s ≥ 0, (ii) E(·)x : [0,∞) → X is continuous for every x ∈ X , and (iii) E(0) = IX .
Then the linear operator S(X → X) defined by

D(S) =
{
x ∈ X : ∃y ∈ X such that lim

t→0+

∥∥∥∥E(t)x − x

t
− y

∥∥∥∥
X

= 0
}
,

Sx = y,

is closed and densely defined and is called the (infinitesimal) generator of the semi-
group E. Often one writes E(t) = etS . Since each strongly continuous semigroup
has an exponential growth bound of the type ‖E(t)‖L(X) = O(eωt) as t → +∞
for some ω ∈ R, the half-plane {λ ∈ C : Reλ > ω} is contained in the resolvent
set of S and we have the Laplace transform formula

(λ− S)−1x =
∫ ∞

0

e−λtE(t)xdt, Reλ > ω, x ∈ X, (1.4)

where the (Bochner) integral converges absolutely in the norm of X . The infimum
of all ω ∈ R for which ‖E(t)‖ = O(eωt) as t → +∞, is called the exponential
growth bound, ω(E), of E.
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Infinitesimal generators of strongly continuous semigroups can be character-
ized as follows [86, 166, 127, 60].

Theorem 1.3 (Hille-Yosida-Phillips). A closed and densely defined linear operator
S(X → X) is the infinitesimal generator of a strongly continuous semigroup with
exponential growth bound ω if and only if

{λ ∈ C : Reλ > ω} ⊂ ρ(S)

and there exists a constant M such that

‖(λ− S)−n‖ ≤ M

(Re λ− ω)n
, n = 1, 2, 3, . . . .

For later use we also present the following result [53, 54] (also [127, Theorem
IV4.1] and [8, Theorem 5.1.2].

Theorem 1.4 (Datko). Let E : [0,∞) → L(X) be a strongly continuous semigroup
on a complex Banach space X such that∫ ∞

0

‖E(t)x‖X dt <∞, x ∈ X.

Then there exist positive constants M and µ such that

‖E(t)‖L(X) ≤Me−µt, t ∈ R
+.

In other words, E has a negative exponential growth bound.

6. Ascoli-Arzelà theorem. Let F be a family of functions from a topological space
X into a metric space (Y, σ). Then F is called equicontinuous at the point x ∈ X
if for every ε > 0 there exists a neighborhood U of x such that σ(f(x), f(y)) < ε
for each y ∈ U and each f ∈ F . The family F is called equicontinuous if it is
equicontinuous at each point x ∈ X . In particular, each f ∈ F is a continuous
function from X into Y .

We have [136, Theorem 40]

Theorem 1.5 (Ascoli-Arzelà). Let F be an equicontinuous family of functions from
a separable topological space X into a metric space Y . Let {fn}∞n=1 be a sequence in
F such that for each x ∈ X the closure of the set {fn(x) : n ∈ N} in Y is compact.
Then there is a subsequence {fnk

}∞k=1 that converges pointwise to a continuous
function f : X → Y , and the convergence is uniform on compact subsets of X.

In Chapter 8 we shall frequently apply Theorem 1.5 for X = R (or X = R±)
and Y = CM . The most general versions of Theorem 1.5 can be found in [104,
Ch. 7].
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1.2 Exponentially dichotomous operators

Strongly continuous bisemigroups and exponentially dichotomous operators were
formally introduced by Bart, Gohberg, and Kaashoek [16] to provide state space
representations of kernels and solutions of (systems of) integral equations on the
half-line and on finite intervals and to represent operator functions analytic on a
strip about the real line as transfer functions of infinite-dimensional linear systems.
Here we restrict ourselves to giving definitions and basic properties of exponentially
dichotomous operators.

Let X be a complex Banach space. By a (strongly continuous) bisemigroup
we mean a function E : R \ {0} → L(X) having the following properties:

(i) For t, s > 0 we have E(t)E(s) = E(t+s) and for t, s < 0 we have E(t)E(s) =
−E(t+ s).

(ii) For every x ∈ X the function E(·)x : R → X is continuous, apart from a
jump discontinuity in t = 0. That is,

lim
t→0±

‖E(t)x− E(0±)x‖X = 0, x ∈ X.

(iii) E(0+)x − E(0−)x = x for every x ∈ X .
(iv) There exist M, r > 0 such that ‖E(t)‖ ≤Me−r|t| for 0 �= t ∈ R.

Any strongly continuous semigroup E : [0,∞) → X having a negative exponential
growth bound extends to a strongly continuous bisemigroup when defining E(t) =
0L(X) for t < 0.

Clearly, the above properties (i) and (iii) imply that E(0+) and −E(0−) are
bounded complementary projections on X . We call P = −E(0−) the separating
projection of the bisemigroup E. We obviously have{

E(t)[KerP ] ⊂ KerP, t > 0,
E(t)[ImP ] ⊂ ImP, t < 0.

(1.5)

The restriction of E(t) to KerP is a strongly continuous semigroup on KerP , while
the restriction of −E(−t) to ImP is a strongly continuous semigroup on ImP .
These two semigroups are called the constituent semigroups of the bisemigroup E.
Conversely, starting from the strongly continuous semigroups Ej : [0,∞) → Xj

(j = 1, 2), both having a negative exponential growth bound, we can define the
strongly continuous bisemigroup E on X = X1+̇X2 by

E(t) =

{
E1(t)+̇0X2 , t > 0,
0X1+̇(−E2(−t)), t < 0,

which has E1 and E2 as its constituent semigroups. By the pair of exponential
growth bounds of a bisemigroup E, we mean the pair of (necessarily negative)
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exponential growth bounds of its constituent semigroups:

{ω+(E), ω−(E)}.

By its exponential growth bound, ω(E), we mean the number

ω(E) def= max(ω+(E), ω−(E)) < 0.

Let S+(KerP → KerP ) and −S−(ImP → ImP ) stand for the infinitesimal
generators of the constituent semigroups of the bisemigroup E on X . Then the
linear operator S(X → X) defined by

D(S) = {x+ + x− : x+ ∈ D(S+), x− ∈ D(S−)},
S(x+ + x−) = (S+x+) − (S−x−),

is called the (infinitesimal) generator of the bisemigroup E. Obviously, S(X → X)
is closed and densely defined. The Laplace transform formulas

(λ− S+)−1x+ =
∫ ∞

0

e−λtE(t)x+ dt, x+ ∈ KerP, Reλ > ω+(E),

(−λ+ S−)−1x− = −
∫ ∞

0

eλtE(−t)x− dt, x− ∈ ImP, Re (−λ) > ω−(E),

where both of ω±(E) < 0, then imply the Laplace transform formula

(λ− S)−1x =
∫ ∞

−∞
e−λtE(t)xdt, ω+(E) < Reλ < −ω−(E), (1.6)

where the (Bochner) integral converges absolutely in the norm of X . Thus there
exists a vertical strip in the complex plane about the imaginary axis contained
in the resolvent set of the infinitesimal generator S of E. From now on we write
E(t;S) for the strongly continuous bisemigroup with infinitesimal generator S.

A closed and densely defined linear operator S(X → X) on a complex Banach
space X is called exponentially dichotomous if it is the infinitesimal generator of
a strongly continuous bisemigroup E on X . For any x ∈ X and x∗ ∈ X∗ the weak
form of the Laplace transform formula, viz.

〈(λ− S)−1x, x∗〉 =
∫ ∞

−∞
e−λt〈E(t)x, x∗〉 dt, ω+(E) < Reλ < −ω−(E), (1.7)

allows one to reconstruct 〈E(t)x, x∗〉 uniquely from S, simply by applying the
Laplace inversion formula [164]. As a result, there exists only one bisemigroup E
having S as its infinitesimal generator.
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1.3 Characterizing exponential dichotomy

Starting from a closed and densely defined linear operator S on a complex Banach
space, we now seek necessary and sufficient conditions in order that S is exponen-
tially dichotomous. In contrast with the characterization of infinitesimal generators
of strongly continuous semigroups, this problem does not have a straightforward
solution that is easily applied to concrete examples. The main problem is the con-
struction of the separating projection of the bisemigroup generated by S. Once
the infinitesimal generators of the constituent semigroups are known, the above
characterization problem reduces to standard semigroup theory. Our objective is
to find necessary and sufficient conditions for S to be exponentially dichotomous
without knowing the separating projection in advance. There are two types of
characterization: one in terms of the resolvent of S and one in terms of the inverse
Laplace transform E(t) of (λ − S)−1.

To be exponentially dichotomous, a closed and densely defined linear operator
S(X → X) should at least have the following two properties:

(a) There exists h > 0 such that

Ch
def= {λ ∈ C : −h ≤ Reλ ≤ h} ⊂ ρ(S).

(b) (λ − S)−1 is bounded in λ ∈ Ch.

These two conditions will henceforth be called conditions (a) and (b). For S satisfy-
ing conditions (a) and (b), let us now introduce the following two linear subspaces
of X :

G−(S;h)=
{
x ∈ X :

(λ− S)−1x has an analytic extension for Reλ < h
which vanishes in the norm as Reλ→ −∞

}
;

G+(S;h)=
{
x ∈ X :

(λ− S)−1x has an analytic extension for Reλ>−h
which vanishes in the norm as Reλ→ +∞

}
.

Then, by Liouville’s theorem from complex analysis, G+(S;h) and G−(S;h) have
zero intersection and do not depend on h, provided S satisfies conditions (a) and
(b) above for this particular h > 0. In general, G+(S;h) and G−(S;h) need not
be closed in X . So we let F±(S;h) stand for the closure of G±(S;h). It is easily
seen that an exponentially dichotomous operator S(X → X) satisfies

F+(S;h) = G+(S;h) = KerP, F−(S;h) = G−(S;h) = ImP,

where P is the separating projection of the bisemigroup generated by S.
The following crucial proposition can be found in [16].

Proposition 1.6. Let S(X → X) be a closed and densely defined linear operator
on the complex Banach space X satisfying the above conditions (a) and (b). Then
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the closed linear subspaces F±(S;h) have zero intersection and add up to a dense
linear subspace of X. Moreover,

F+(S;h)+̇F−(S;h) = X (1.8)

if and only if there exists a bounded linear operator P on X such that

Px = − 1
2πi

∫ h+i∞

h−i∞
(λ− S)−1S2x

dλ

λ2
, x ∈ D(S2). (1.9)

In that case P is the projection of X onto F−(S;h) along F+(S;h).

If S is exponentially dichotomous, then the operator P given by (1.9) extends
to a bounded linear operator on X and is indeed the separating projection of the
bisemigroup generated by S. To see this, let us temporarily denote this separating
projection by P̃ . Then for x ∈ D(S2) we substitute (1.6) into (1.9) and compute

Px = − 1
2πi

∫ h+i∞

h−i∞

∫ ∞

−∞
e−λtE(t)S2xdt

dλ

λ2

=
∫ ∞

−∞

(
−1
2πi

∫ h+i∞

h−i∞
e−λt

dλ

λ2

)
E(t)S2xdt,

where the application of Fubini’s theorem is justified by the exponential bounds
on E(t)S2x. For t > 0 we replace the integral along h+ iR by a contour consisting
of a semicircle in the right half-plane Reλ ≥ h and a segment of h+ iR, yielding
zero for the integral. For t < 0 we replace the integral along h+ iR by a contour
consisting of a segment of h+ iR and a semicircle in the left half-plane Reλ ≤ h.
As a result, we have for x ∈ D(S2),

Px = −
∫ 0

−∞

(
Resλ=0

e−λt

λ2

)
E(t)S2xdt

=
∫ 0

−∞
tE(t)S2xdt = −

∫ 0

−∞
tetS−(S−)2P̃ x dt

= −
[
tetS−S−P̃ x− etS− P̃ x

]0
t=−∞

= P̃ x,

which proves that P extends to a bounded linear operator on X and is indeed the
separating projection of the bisemigroup generated by S.

Proof of Proposition 1.6. Part I. Define the auxiliary linear operators

A− =
−1
2πi

∫ h+i∞

h−i∞
(λ− S)−1 dλ

λ2
, A+ =

1
2πi

∫ −h+i∞

−h−i∞
(λ − S)−1 dλ

λ2
.
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Then conditions (a) and (b) imply that A− and A+ are well defined, belong to
L(X), and commute with S. Further,

−A+A− =
(

1
2πi

)2 ∫ −h+i∞

−h−i∞

∫ h+i∞

h−i∞

1
λ2µ2

(λ− S)−1(µ− S)−1 dµ dλ

(using the resolvent identity)

=
(

1
2πi

)2
−h+i∞∫

−h−i∞

h+i∞∫
h−i∞

1
λ2µ2(µ− λ)

[
(λ− S)−1 − (µ− S)−1

]
dµ dλ

(using Fubini’s theorem twice)

=
(

1
2πi

)2 ∫ −h+i∞

−h−i∞

(∫ h+i∞

h−i∞

dµ

µ2(µ− λ)

)
1
λ2

(λ − S)−1 dλ

−
(

1
2πi

)2 ∫ h+i∞

h−i∞

(∫ −h+i∞

−h−i∞

dλ

λ2(µ− λ)

)
1
µ2

(µ− S)−1 dµ,

which vanishes identically. Here the application of Fubini’s theorem is justified by
the estimate ∥∥∥∥ (µ− S)−1

λ2µ2(µ− λ)

∥∥∥∥ ≤ const.
2h|λ|2|µ|2 .

Thus A+A− = 0. Similarly, we prove that A−A+ = 0. Using Cauchy’s theorem
and conditions (a) and (b) we easily verify that

A+ +A− =
−1
2πi

∫ h+i∞

h−i∞
(λ− S)−1 dλ

λ2
+

1
2πi

∫ −h+i∞

−h−i∞
(λ− S)−1 dλ

λ2

=
−1
2πi

∮
|λ|= h

2

1
λ2

(λ− S)−1 dλ = S−2,

which is a bounded linear operator with zero kernel. As a result,

[KerA+ ∩ KerA−] ⊂ Ker (S−2) = {0}. (1.10)

The bounded inverse T = S−1 of S commutes with A+ and A−, and hence
T [ImA±] ⊂ ImA±. Putting

M± = ImA±, (1.11)

we have T [M±] ⊂ D(S)∩M±, so that S maps T [M±] intoM±. Then the restriction
S± of S to T [M±] (acting from T [M±] into M±) coincides with the (unbounded)
inverse of the restriction of T to M±, and therefore S±(M± → M±) is closed.
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Since M± ⊂ T [M±] and D(S) is dense in X , we conclude that D(S±) = T [M±] is
dense in M±.

Let us now prove the inclusions

σ(S+) ⊂ {λ ∈ C : Reλ < −h}, (1.12a)
σ(S−) ⊂ {λ ∈ C : Reλ > h}. (1.12b)

Indeed, for z ∈ Ch = {λ ∈ C : |Reλ| ≤ h} we have (z−S)−1[M±] ⊂M±. Because
of (z − S)−1 = −T + zT (z − S)−1, we also have (z − S)−1[M±] ⊂ T [M±] =
D(S±). Consequently, Ch ⊂ ρ(S±) and (z − S±)−1 coincides with the restriction
of (z − S)−1 to M±.

Now assume Re z > h and put

R(z) =
−1
2πi

∫ h+i∞

h−i∞

z2

λ2(λ− z)
(λ − S)−1 dλ.

Then R(z) is bounded on X (as a result of conditions (a) and (b)), while the
identity

(z − S)
(

z2

λ2(λ− z)
(λ− S)−1

)
= − z2

λ2
(λ− S)−1 +

z2

λ2(λ − z)
IX

implies that

− 1
2πi

∫ h+i∞

h−i∞
(z − S)

(
z2

λ2(λ− z)
(λ− S)−1

)
dλ = −z2A− + IX . (1.13)

Since z − S is a closed operator, we can apply Lemma 1.2 to put z − S in front of
the integral sign in (1.13) (which yields (z−S)R(z)) and prove that (z−S)R(z) =
−z2A− + IX . Hence for each w ∈ X we have

(z − S)R(z)A+w =
[−z2A− + IX

]
A+w = A+w. (1.14)

In particular, (z − S+)−1 coincides with the restriction of R(z) to M+, which
settles (1.12a). Assuming Re z < −h and putting

R̃(z) =
1

2πi

∫ −h+i∞

−h−i∞

z2

λ2(λ− z)
(λ− S)−1 dλ, (1.15)

we prove in the same way that (z − S)R̃(z) = −z2A+ + IX and hence that

(z − S)R̃(z)A−w = [−z2A+ + IX ]A−w = A−w, w ∈ X.

Consequently, (1.12b) is true.
Now observe that, for any δ ∈ (0, h),

R(z) =
−1
2πi

∫ δ+i∞

δ−i∞

z2

λ2(λ − z)
(λ− S)−1 dλ.
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For x ∈ D(S2
+) we have

(z − S+)−1x = z−1x+ z−2S+x+ z−2(z − S+)−1S2
+x,

where

1
z2

(z − S+)−1S2
+x =

1
z2
R(z)S2

+x =
−1
2πi

∫ δ+i∞

δ−i∞

1
λ2(λ− z)

(λ− S)−1S2
+xdλ,

which is bounded for Re z > h (as a result of condition (b)). Thus for x ∈ D(S2
+) we

have (z − S+)−1x bounded for Re z > h. Further, by the Dominated Convergence
Theorem, it vanishes as Re z → +∞. Consequently, D(S2

+) ⊂ G+(S;h). In a
similar way we prove that D(S2−) ⊂ G−(S;h).

From A−A+ = A+A− = 0 it is clear that M− ⊂ KerA+ and M+ ⊂ KerA−.
Since KerA+ ∩ KerA− = {0}, we obtain M+ ∩M− = {0}.

To prove that M+ +M− is dense in X , we replace S by its dual operator S∗

and observe that S∗ is closed and densely defined and satisfies conditions (a) and
(b) for the same h > 0. It is readily verified that

A∗
− =

−1
2πi

∫ h+i∞

h−i∞
(λ− S∗)−1 dλ

λ2
,

A∗
+ =

1
2πi

∫ −h+i∞

−h−i∞
(λ− S∗)−1 dλ

λ2
.

Then KerA∗
− ∩ KerA∗

+ = {0} and therefore ImA− + ImA+ is dense in X . With
the help of (1.11) we then get the density of M+ +M− in X .

From (1.12b) we know that S−1
+ ∈ L(M+) and S−1

+ has a dense range in
M+. But then S−2

+ has these same two properties, which means that D(S2
+) is

dense in M+. Since D(S2
±) ⊂ G±(S;h) and D(S2

±) is dense in M±, we obtain
M± ⊂ F±(S;h). As a result,

F+(S;h)+̇F−(S;h) = X, (1.16)

which concludes the proof of the first part.

Part II. For x ∈ D(S2) we define Px by (1.9). Then by comparing (1.9) with the
definitions of A± we get

A−w = PS−2w, A+w = (I − P )S−2w, (1.17)

where w ∈ X . If x ∈ D(S2
+), then w = S2x ∈ M+ ⊂ KerA− and hence Px =

A−w = 0. Moreover, for x ∈ D(S2
−) we have w = S2x ∈M− ⊂ KerA+ and hence

(I − P )x = A+w = 0, implying that Px = x.
The boundedness of P (in the norm of X) would imply that Px = 0 for every

x ∈M+ (because Px = 0 for x ∈ D(S2
+)) and Px = x for every x ∈M− (because
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Px = x for x ∈ D(S2−)). Also, because M+ ∩M− = {0} and M+ +M− is dense in
X , while P (I − P )x = 0 for every x ∈M+ +M−, we get P (I − P )x = 0 for every
x ∈ X . Consequently, P is a projection on X whose range contains the closed
subspace M− and whose kernel contains the closed subspace M+. As a result,
ImP = M− and KerP = M+, and hence M++̇M− = X .

Conversely, suppose M++̇M− = X . Then the bounded projection of X onto
M− alongM+ extends the linear operator defined on D(S2) by (1.9). Consequently,
we have proved that the boundedness of P is equivalent with the decomposition
M++̇M− = X .

Part III. Recalling the definitions of G+(S;h) and G−(S;h), it is clear from
Cauchy’s theorem that G+(S;h) ⊂ KerA− and G−(S;h) ⊂ KerA+. Therefore,

D(S2
+) ⊂ G+(S;h) ⊂ KerA−, D(S2

−) ⊂ G−(S;h) ⊂ KerA+. (1.18)

Taking closures we have

M+ ⊂ F+(S;h) ⊂ KerA−, M− ⊂ F−(S;h) ⊂ KerA+,

which implies (1.16), as a result of the density of M+ +M− in X . Using (1.10) we
now get F+(S;h) ∩ F−(S;h) = {0}.

The boundedness of P implies that M++̇M− = X , which in turn implies
M± = F±(S;h) and the decomposition (1.8). Conversely, (1.8) implies that
M++̇M− is closed in X (while it is dense in X) and therefore coincides with
X . We have thus completed the proof of the second part of the statement of
Proposition 1.6. �

We now derive the following characterization of exponentially dichotomous
operators, in fact a minor variant of a result given in [16].

Theorem 1.7. Let S be a closed and densely defined linear operator on the com-
plex Banach space X satisfying conditions (a) and (b). Then S is exponentially
dichotomous if and only if there exist E : R ×X → X and a constant r > 0 such
that for every x ∈ X we have er|·|E(·, x) ∈ L∞(R;X) and∥∥∥er|·|E(·, x)

∥∥∥
L∞(R,X)

≤ const.‖x‖,

and for some h > 0 we have the Laplace transform formula

(λ − S)−1x =
∫ ∞

−∞
e−λtE(t, x) dt, |Reλ| ≤ h, (1.19)

where x ∈ X.

Proof. In this proof we shall continue to use the notation introduced in the proof
of Proposition 1.6. If S is exponentially dichotomous and E is the bisemigroup
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generated by S, then E(t, x) def= E(t)x obviously satisfies the conditions of Theo-
rem 1.7.

Conversely, let the conditions of Theorem 1.7 be satisfied. Put

Ψ+(λ, x) =
∫ ∞

0

e−λtE(t, x) dt, Reλ > −r, (1.20a)

Ψ−(λ, x) =
∫ 0

−∞
e−λtE(t, x) dt, Reλ < r. (1.20b)

Then for every x ∈ X we have

‖Ψ+(λ, x)‖ ≤ const.‖x‖
Reλ+ r

, Reλ > −r, (1.21a)

‖Ψ−(λ, x)‖ ≤ const.‖x‖
r − Reλ

, Reλ < r, (1.21b)

while
(λ− S)−1x = Ψ+(λ, x) + Ψ−(λ, x), |Reλ| < r, x ∈ X.

As a result, S satisfies conditions (a) and (b) (for any h ∈ (0, r)).
For x = S−2w ∈ D(S2) we have

(λ − S)−1x = (λ− S+)−1(IX − P )x+ (λ− S−)−1Px

= (λ− S+)−1A+w + (λ− S−)−1A−w,

as a result of (1.14), (1.15), (1.17), and (1.18). Here the first term of the last
member has an analytic continuation for Reλ > −h and the second term of the
last member has an analytic continuation for Reλ < h [cf. (1.18)]. By Liouville’s
theorem, for x ∈ D(S2) we have

Ψ+(λ, x) =
∫ ∞

0

e−λtE(t, x) dt = (λ − S+)−1(IX − P )x, Reλ > −r, (1.22a)

Ψ−(λ, x) =
∫ 0

−∞
e−λtE(t, x) dt = (λ − S−)−1Px, Reλ < r. (1.22b)

We now extend P and I − P to all of X as follows:

(I − P )x = (λ− S)Ψ+(λ, x), Px = (λ− S)Ψ−(λ, x),

where x ∈ X and |Reλ| < r. Then (I − P )x and Px do not depend on λ. Using
(1.22) and the fact that λ− S is a closed linear operator, we easily prove that P
and I − P (with all of X as their domains) are closed linear operators. Indeed, if
‖xn−x‖ → 0 and ‖(λ−S)Ψ+(λ, xn)−y‖ → 0, then (i) ‖Ψ+(λ, xn)−Ψ+(λ, x)‖ =
‖Ψ+(λ, xn − x)‖ → 0 (by (1.21a)), (ii) Ψ+(λ, xn) ∈ D(S) (by (1.22a)), and hence
Ψ+(λ, x) ∈ D(S) and (λ−S)Ψ+(λ, x) = y (by λ−S being a closed operator). Thus,
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by the Closed Graph Theorem, P is a bounded projection on X . As a result of the
second part of Proposition 1.6, we obtain ImP = F−(S;h) and KerP = F+(S;h).

Repeated differentiation of (1.20) yields

(−1)n

n!
∂n

∂λn
Ψ+(λ, x) =

∫ ∞

0

tn

n!
e−λtE(t, x) dt, Reλ > −r,

(−1)n

n!
∂n

∂λn
Ψ−(λ, x) =

∫ 0

−∞

tn

n!
e−λtE(t, x) dt, Reλ < r,

which coincides with (λ−S+)−(n+1)(I −P )x and (λ−S−)−(n+1)Px, respectively,
when x ∈ D(S2). For x ∈ D(S2) we thus find the estimates

‖(λ− S+)−(n+1)(I − P )x‖ ≤ const.‖x‖
(Re λ+ r)n+1

, Reλ > −r, (1.23a)

‖(λ− S−)−(n+1)Px‖ ≤ const.‖x‖
(r − Reλ)n+1

, Reλ < r. (1.23b)

The estimates (1.23) imply that S+ and −S− are infinitesimal generators of
strongly continuous semigroups on F+(S;h) and F−(S;h), respectively, with neg-
ative exponential growth bounds [cf. Theorem 1.3]. Considering these semigroups
as the constituent semigroups of a strongly continuous bisemigroup E we obtain

(λ− S)−1x =
∫ ∞

−∞
e−λtE(t)xdt, |Reλ| < r,

which means that E(t, x) = E(t)x for every x ∈ X and a.e. t ∈ R. In other words,
S is exponentially dichotomous. �

In order to express a bisemigroup in terms of the resolvent of its generator,
we need to introduce the Cesaro mean

(C, 1)
∫ h+i∞

h−i∞
(λ− S)−1xdλ = lim

N→∞

∫ N

−N

(
1 − |ν|

N

)
(h+ iν − S)−1x idν

= lim
N→∞

∫ N

0

dl

N

∫ l

−l
(h+ iν − S)−1x idν. (1.24)

Now let X be a complex Banach space and let Φ be a locally (Bochner) integrable
function on R+ with values in X . Denote by

f(λ) =
∫ ∞

0

e−λtΦ(t) dt

the Laplace transform of Φ. If we denote by σa(Φ) the abscissa of absolute con-
vergence of the Laplace transform of Φ,

σa(Φ) = inf
{
σ ∈ R :

∫ ∞

0

‖e−λtΦ(t)‖ dt <∞ for Reλ > σ

}
,
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then for c > σa(Φ) we have

1
2πi

(C, 1)
∫ c+i∞

c−i∞
eλtf(λ) dλ =




0, t < 0,
1
2Φ(0+), t = 0,
1
2 [Φ(t+) + Φ(t−)], t > 0,

(1.25)

whenever the expressions in the right-hand side of (1.25) have meaning. This is
the case, for instance, if Φ is locally of bounded variation. Equation (1.25) follows
from Theorem II.9.2 of [164] after applying continuous linear functionals to either
side.

Applying (1.25) we obtain

1
2πi

(C, 1)
∫ h+i∞

h−i∞
eλt(λ− S)−1(I − P )xdλ =




0, t < 0,
1
2 (I − P )x, t = 0,
E(t)x, t > 0,

(1.26a)

1
2πi

(C, 1)
∫ h+i∞

h−i∞
eλt(λ − S)−1Pxdλ =




0, t > 0,
− 1

2Px, t = 0,
E(t)x, t < 0,

(1.26b)

for any h ∈ (−r, r) with r > 0 as in the statement of Theorem 1.3, which implies

1
2πi

(C, 1)
∫ h+i∞

h−i∞
eλt(λ − S)−1xdλ =

{
E(t)x, t �= 0,
1
2 (I − 2P )x, t = 0,

(1.27)

and hence

Px =
1
2
x− 1

2πi
(C, 1)

∫ h+i∞

h−i∞
(λ− S)−1xdλ, x ∈ X. (1.28)

The representations (1.26)–(1.28) have been employed in [98] to derive a
characterization of infinitesimal generators of hyperbolic semigroups on a general
Banach space.

1.4 Classes of exponential dichotomy

In this section we introduce special classes of exponentially dichotomous operators
and bisemigroups by imposing constraints on the constituent semigroups. For these
special classes we derive characterizations as well as necessary conditions and
sufficient conditions.
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1.4.1 Analytic bisemigroups

Analytic semigroups have been discussed in detail in [86, 103, 127, 118, 8, 60]. In
[86, 103, 8] the term “holomorphic semigroup” is used. In [118] analytic semigroups
are assumed bounded by default. Here we introduce bisemigroups composed of
analytic semigroups of negative exponential growth bound.

By a bounded analytic semigroup (of angle δ ∈ (0, π2 ]) on a complex Banach
space X we mean a bounded strongly continuous function

E : Σζ = {λ ∈ C \ {0} : | arg(λ)| ≤ ζ} ∪ {0} → L(X)

having the following properties:

1) The restriction of E to Σζ = {λ ∈ C : | arg(λ)| < ζ} is analytic.
2) We have the semigroup property

E(t+ s) = E(t)E(s), t, s ∈ Σζ ; E(0) = IX .

A closed linear operator S defined on a complex Banach space X is called
sectorial if there exists δ ∈ (0, π2 ] such that the sector

Σπ
2 +δ

def=
{
λ ∈ C \ {0} : | arg(λ)| < π

2
+ δ
}

is contained in the resolvent set of S and if for each ε ∈ (0, δ) there exists Mε ≥ 1
such that

‖(λ− S)−1‖ ≤ Mε

|λ| , 0 �= λ ∈ Σπ
2 +δ−ε.

According to Theorem II 4.6 of [60], the sectorial operators are exactly the in-
finitesimal generators of bounded analytic semigroups.

In order to generalize bounded analytic semigroups and their infinitesimal
generators to the realm of bisemigroups, we define analytic bisemigroups and bi-
sectorial operators as follows. By an analytic bisemigroup on a complex Banach
space X we mean a strongly continuous bisemigroup on X whose constituent
semigroups are bounded analytic. By a bisectorial operator we mean a closed and
densely defined linear operator S on a complex Banach space X such that for
certain δ ∈ (0, π2 ] and h > 0 the set{

0 �= λ ∈ C :
π

2
− δ < | arg(λ)| < π

2
+ δ
}
∪ {λ ∈ C : |Reλ| < h} (1.29)

is contained in the resolvent set of S [See Figure 1.1] and if for each ε ∈ (0, δ)
there exists Mε ≥ 1 such that

‖(λ− S)−1‖ ≤ Mε

|λ| ,
π

2
− ε ≤ | arg(λ)| ≤ π

2
+ ε. (1.30)

The proof of the converse part of the following proposition has been inspired
by the proof of [60, Proposition I 4.3].
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0
−h +h

δ
+σ )(S σ(S−)

Figure 1.1: Spectrum of a bisectorial operator S.

Proposition 1.8. The infinitesimal generator of an analytic bisemigroup is bisec-
torial and any bisectorial operator generates an analytic bisemigroup.

Proof. If S is the infinitesimal generator of an analytic bisemigroup E on X and
P is the separating projection of E, then the restrictions of E(·) to KerP and of
E(−·) to ImP are bounded analytic semigroups on KerP and ImP . Thus their
generators S+ and −S− are sectorial operators: There exists δ ∈ (0, π2 ] such that
Σπ

2 +δ ⊂ ρ(S+) ∩ ρ(−S−) and for each ε ∈ (0, δ) there exists Mε ≥ 1 such that

max
(‖(λ− S+)−1‖, ‖(λ+ S−)−1‖) ≤ Mε

|λ| , 0 �= λ ∈ Σπ
2 +δ−ε.

On the other hand, there exists h > 0 such that

{λ ∈ C : |Reλ| < h} ⊂ ρ(S). (1.31)

Therefore, S satisfies (1.29) and (1.30) and hence is bisectorial.
Conversely, let S(X → X) be bisectorial and let δ ∈ (0, π2 ] and Mε > 0 be

the constants in (1.29) and (1.30). For δ1 ∈ (0, δ) and ε ∈ (0, h) we define the curve
γ(δ1, ε)+ consisting of the union of the half-lines {λ ∈ C : arg(λ+ε) = (π/2)+ δ1}
and {λ ∈ C : arg(λ + ε) = (3π/2) − δ1}, oriented by running from infinity to −ε
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passing through the third quadrant and then from −ε to infinity passing through
the second quadrant. For sufficiently small ε > 0 we consider

F (t) =
1

2πi

∫
γ(δ1.ε)+

eλt(λ − S)−1 dλ, (1.32)

where | arg(t)| < |δ1|. Then for t = |t|eiφ with |φ| < min(δ1, π − δ1) we have

|eλt| = e−εRe te|(λ+ε)t| cos(arg((λ+ε)t)) = e−εRe te−|(λ+ε)t| sin(δ1±φ), (1.33)

where arg(λ + ε) = π ∓ ((π/2) − δ1). Also note the existence of M > 0 such that
‖(λ − S)−1‖ ≤ (M/|λ|) for each λ with |π2 − arg(λ)| ≤ δ1, as well as the fact
that the integral in (1.32) does not depend on ε > 0 provided it is small enough.
Thus by taking ε = const.|t| for |t| small enough, we can prove that the integral in
(1.32) is absolutely convergent in the operator norm, uniformly in t ∈ C satisfying
| arg(t)| ≤ ζ|δ1| for any ζ ∈ (0, 1). Thus F (t) is analytic in t for | arg(t)| < δ1.
Moreover,

‖F (t)‖ ≤ M

2π

∫
γ(δ1,ε)+

e−εRe te−|(λ+ε)t| sin((1−ζ)δ1)

|λ| d|λ|, | arg(t)| ≤ ζδ1,

whenever ζ ∈ (0, 1). Since 0 /∈ γ(δ1, ε)+, the operator function F (t) is bounded in
t with | arg(t)| ≤ ζδ1 for each ζ ∈ (0, 1).

In the same way we introduce the curve γ(δ1, ε)− consisting of the union
of the half-lines {λ ∈ C : arg(λ − ε) = (π/2) + δ1} and {λ ∈ C : arg(λ − ε) =
(3π/2) − δ1}, oriented by running from infinity to ε passing through the fourth
quadrant and from −ε to infinity passing through the first quadrant and prove
that, for sufficiently small ε > 0,

F (t) =
1

2πi

∫
γ(δ1,ε)−

eλt(λ− S)−1 dλ (1.34)

is absolutely convergent in the operator norm, uniformly in t ∈ C satisfying |π −
arg(t)| ≤ ζ|δ1| for any ζ ∈ (0, 1), which implies the analyticity of F (t) in t for
|π − arg(t)| < δ1. In the same way we prove the boundedness of F (t) in t with
|π − arg(t)| ≤ ζδ1 for each ζ ∈ (0, 1).

For x = S−1w ∈ D(S) we have

[F (t) − F (0±)]x =
1

2πi

∫
γ(δ1,ε)±

eλt − 1
λ

(
(λ − S)−1w + S−1w

)
dλ

=
1

2πi

∫
γ(δ1,ε)±

eλt − 1
λ

(λ− S)−1w dλ+

(
1

2πi

∫
γ(δ1,ε)±

eλt − 1
λ

dλ

)
S−1w

=

(
1

2πi

∫
γ(δ1,ε)±

eλt − 1
λ

dλ

)
S−1w = 0,
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where the first integral vanishes as a result of the Theorem of Dominated Conver-
gence (using that |λ−1[eλt − 1]| ≤ |t| e−ε|t|) and the second integral by closing the
contour by a circular arc and applying Cauchy’s theorem. The uniform bounded-
ness of F (t) as t → 0± then implies the strong convergence of F (t) to F (0±) as
t→ 0±.

Next, letting t, τ have their arguments in (−δ1, δ1), we use the resolvent
equation and Fubini’s theorem in the following calculation:

F (t)F (τ) =
1

(2πi)2

∫
γ(δ1,ε)+

∫
γ(δ1,(ε/2))+

eλteµτ (µ− S)−1(λ− S)−1 dµ dλ

=
1

(2πi)2

∫
γ(δ1,ε)+

∫
γ(δ1,(ε/2))+

eλteµτ

λ− µ
[(µ− S)−1−(λ− S)−1] dµ dλ

=
1

2πi

∫
γ(δ1,ε/2)+

eµτ

(
1

2πi

∫
γ(δ1,ε)+

eλt

λ− µ
dλ

)
(µ− S)−1 dµ

− 1
2πi

∫
γ(δ1,ε)+

eλt

(
1

2πi

∫
γ(δ1,ε/2)+

eµτ

λ− µ
dµ

)
(λ− S)−1 dλ

= − 1
2πi

∫
γ(δ1,ε)+

eλt(−eλτ )(λ− S)−1 dλ

= F (t+ τ)x.

On the other hand, letting t, τ have their arguments in (π−δ1, π+δ1), we compute
in an analogous way

F (t)F (τ) =
1

(2πi)2

∫
γ(δ1,ε)−

∫
γ(δ1,(ε/2))−

eλteµτ (µ− S)−1(λ− S)−1 dµ dλ

=
1

(2πi)2

∫
γ(δ1,ε)−

∫
γ(δ1,(ε/2))−

eλteµτ

λ− µ
[(µ− S)−1−(λ− S)−1] dµ dλ

=
1

2πi

∫
γ(δ1,ε/2)−

eµτ

(
1

2πi

∫
γ(δ1,ε)−

eλt

λ− µ
dλ

)
(µ− S)−1 dµ

− 1
2πi

∫
γ(δ1,ε)−

eλt

(
1

2πi

∫
γ(δ1,ε/2)−

eµτ

λ− µ
dµ

)
(λ− S)−1 dλ

= − 1
2πi

∫
γ(δ1,ε)−

eλt(eλτ )(λ− S)−1 dλ

= −F (t+ τ)x.

We have thus derived the bisemigroup property, while the exponential decay of
‖F (t)‖ is clear from (1.33) and the strong continuity as t→ 0± has been established
above. Hence F : R → L(X) is a strongly continuous (and in fact analytic)
bisemigroup. It remains to determine its infinitesimal generator.
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Indeed, using that ‖(λ − S)−1‖ ≤ (M/|λ|) for some M > 0 whenever either
|π2 − arg(λ)| ≤ δ1 or |3π2 − arg(λ)| ≤ δ1, we get for the integral along the segments
{s± iβ : 0 ≤ s ≤ β tan δ1},∥∥∥∥ 1

2πi

∫
eλt(λ− S)−1 dλ

∥∥∥∥ ≤ M

2π

∫ β tan δ1

0

es|t| cos δ1√
β2 + s2

ds

=
M

2π

∫ tan δ1

0

e−βσ cos δ1

√
1 + σ2

dσ,

which vanishes as β → +∞. As a result of Cauchy’s theorem we get

F (t)x =




1
2πi

∫ −ε+i∞

−ε−i∞
eλt(λ − S)−1xdλ, | arg(t)| < δ1,

1
2πi

∫ ε+i∞

ε−i∞
eλt(λ − S)−1xdλ, |π − arg(t)| < δ1.

Equations (1.26) then show that S is indeed the infinitesimal generator of F , as
claimed. Consequently, S generates an analytic bisemigroup on X . �

1.4.2 Immediately norm continuous bisemigroups

A strongly continuous semigroup E : [0,∞) → L(X) on a complex Banach space
X is called immediately norm continuous if its restriction to (0,∞) is norm con-
tinuous. Such semigroups have the property that

lim
τ→±∞ ‖(σ + iτ − S)−1‖ = 0, σ > ω(E), (1.35)

where S stands for the infinitesimal generator of E (cf. Corollary II 4.19 of [60]).
In fact, writing

(λ− S)−1 =
∫ ∞

0

e−λtE(t) dt, Reλ > ω(E),

where the integral is well defined in the operator norm, it is a simple matter to
apply the Riemann-Lebesgue Lemma to the function e−σ(·)E(·) ∈ L1(R+,L(X))
to prove (1.35).

A strongly continuous bisemigroup is called immediately norm continuous
if its constituent semigroups are immediately norm continuous. Its infinitesimal
generator S has the property that there exists h > 0 such that {λ ∈ C : |Reλ| ≤
h} ⊂ ρ(S) and ‖(λ− S)−1‖ → 0 as |λ| → ∞ within this strip.

We have the following sufficient condition.

Theorem 1.9. Let X be a complex Hilbert space. Let S(X → X) be an exponentially
dichotomous operator such that for some h > 0 the set

Ch = {λ ∈ C : |Reλ| ≤ h} ⊂ ρ(S)
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and ‖λ(λ − S)−1‖ is bounded on Ch. Then S generates an immediately norm
continuous bisemigroup on X.

Proof. When converting the estimate of (λ−S)−1 into estimates of the resolvents of
the infinitesimal generators of the constituent semigroups, we can apply Theorem
II 4.20 of [60] and prove these semigroups to be immediately norm continuous.
But then the bisemigroup itself is immediately norm continuous. �

In Chapter 8 we shall introduce a class of exponentially dichotomous opera-
torsA on the Banach spaceX = C([−q, p]; CM ) such that ‖λ(λ−A)−1‖ is bounded
on Ch for some h > 0. Nevertheless, the corresponding constituent semigroups are
translation semigroups on a suitable domain of continuous vector functions and
therefore fail to be immediately norm continuous. In other words, Theorem 1.9
does not extend to a general Banach space.

1.4.3 Immediately compact bisemigroups

A strongly continuous semigroup E : [0,∞) → L(X) on a complex Banach space
X is called immediately compact if E(t) is a compact operator for each t > 0. Then
it is known [60, Theorem 4.29] that E is immediately compact iff E is immediately
norm continuous and its infinitesimal generator has a compact resolvent.

We now call a strongly continuous bisemigroup immediately compact if its
constituent semigroups are immediately compact. We then have the following ob-
vious result.

Theorem 1.10. A strongly continuous bisemigroup on a complex Banach space is
immediately compact iff it is immediately norm continuous and its infinitesimal
generator has a compact resolvent on the imaginary axis.

In Chapter 8 we shall deal with a class of exponentially dichotomous opera-
tors with compact resolvent which are neither immediately compact nor immedi-
ately norm continuous.

1.4.4 Hyperbolic semigroups

A strongly continuous semigroup T : [0,∞) → X is called hyperbolic if there exists
a bounded projection P on X such that

T (t)[ImP ] ⊂ ImP, T (t)[KerP ] ⊂ KerP, (1.36)

the semigroup T+ defined by restricting T to KerP satisfies ω(T+) < 0, the semi-
group T− defined by restricting T to ImP extends to a strongly continuous group
on ImP , and the semigroup defined by inverting T−(−·) satisfies ω(T−(−·)−1) < 0.

Let S(X → X) be the infinitesimal generator of the semigroup S. Applying
the Laplace transform formula to the semigroups T+ and T−(−·)−1, it appears
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that there exists a strip Ch = {λ ∈ C : |Reλ| ≤ h} for some h > 0 which is
contained in ρ(S) and on which (λ − S)−1 is bounded. Defining E(t) by

E(t) =

{
T+(t)(I − P )x, t > 0,

−(T−(−t)|KerP )−1, t < 0,
(1.37)

we see that E is a strongly continuous bisemigroup on X with infinitesimal gener-
ator S. Moreover, for t < 0 the restrictions of E(t) to ImP are invertible operators
on ImP .

Conversely, let E be a strongly continuous bisemigroup on X with separating
projection P such that for t < 0 the restrictions of E(t) to ImP are invertible
operators on ImP . Then

T (t) = E(t) − (E(−t)|ImP )−1P, t > 0, (1.38)

is a hyperbolic semigroup on X . Thus infinitesimal generators of hyperbolic semi-
groups can be viewed as a special kind of exponentially dichotomous operator.
Consequently, (1.9) is the exact expression for the projection P in the definition
of a hyperbolic semigroup.

We summarize the above (and attach a minor result to it) as follows [98]:

Proposition 1.11. Suppose S(X → X) is the infinitesimal generator of a strongly
continuous semigroup T on X. Then the following statements are equivalent:

a. S is exponentially dichotomous.
b. T is a hyperbolic semigroup.
c. There exists δ ∈ (0, 1) such that

{λ ∈ C : 1 − δ < |λ| < 1 + δ} ⊂ ρ(T (1)). (1.39)

Moreover, in that case the separating projection of the bisemigroup generated by S
coincides with the Riesz projection of T (1) corresponding to the part of its spectrum
outside the unit disk.

Proof. The first two parts have been shown to be equivalent above. Assuming that
T is hyperbolic, there exist constants M,α, β > 0 such that

‖T+(t)‖ ≤M e−αt,

‖T−(t)−1‖ = ‖T−(−t)‖ ≤M e−βt,

where t > 0. Hence,

‖T+(1)n‖1/n ≤M1/ne−α < 1, ‖T−(1)−n‖1/n ≤M1/ne−β < 1,

for sufficiently large n ∈ N. Consequently,

σ(T (1)) ⊂ {λ ∈ C : |λ| ≤ e−α} ∪ {λ ∈ C : |λ| ≥ eβ}.



1.4. Classes of exponential dichotomy 23

Conversely, let (1.39) be true. Let

I − P =
1

2πi

∮
λ∈T

(λ− T (1))−1 dλ

be the Riesz projection of T (1) corresponding to its spectrum within the unit disk.
Let T+(t) and T−(t) be the restrictions of T (t) to KerP and ImP , respectively.
Then T−(t) is necessarily invertible on ImP and T−(−t) = T−(t)−1. Since the
spectral radii ρ+ and ρ− of T+(1) and T−(−1) = T−(1)−1 are strictly less than 1,
we get for p, q ∈ N,

‖T+(
p

q
)n‖1/n ≤ ‖T+(np)‖1/nq → ρ

p/q
+ ,

‖T−(−p
q
)n‖1/n ≤ ‖T−(−np)‖1/nq → ρ

p/q
− ,

which implies that ω(T+) ≤ log(ρ+) < 0 and ω(T−(−·)) ≤ log(ρ−) < 0. Hence, T
is hyperbolic. �

On complex Hilbert spaces, it is known [66, 85] that an infinitesimal generator
S of a semigroup whose resolvent (λ − S)−1 exists and is bounded on a strip
{λ ∈ C : |Reλ| ≤ h} for some h > 0, is exponentially dichotomous.

The following example shows that this characterization of a hyperbolic semi-
group generator does not hold in a general Banach space [7, 79].

Example 1.12. Let X = C0[0,∞) ∩ L1([0,∞), es ds), where C0[0,∞) is the com-
plex Banach space of continuous complex-valued functions on [0,∞) vanishing at
infinity and the norm on X is given by

‖f‖X = sup
s∈[0,∞)

|f(s)| +
∫ ∞

0

es|f(s)| ds.

Then
(T (t)f)(τ) = f(t+ τ)

defines a strongly continuous semigroup on X satisfying

[(λ− S)−1f ](τ) =
∫ ∞

0

e−λt[T (t)f ](τ) dt =
∫ ∞

0

e−λtf(t+ τ) dt.

Then for Reλ > −1 and f ∈ X we estimate

‖(λ− S)−1f‖X ≤ sup
τ≥0

∫ ∞

0

e−tReλ|f(t+ τ)| dt

+
∫ ∞

0

eτ
∫ ∞

0

e−tReλ|f(t+ τ)| dtdτ ≤
(

1 +
1

1+Reλ

)
‖f‖X.

Furthermore, applying T (t) to a positive function f ∈ X satisfying f(0) = f(t) =
‖f‖∞ = 1 and

∫∞
0 esf(s) ds < ε, we prove that ‖f‖X < 1 + ε and ‖T (t)f‖X > 1.

Therefore, ‖T (t)‖ = 1 for any t ≥ 0. Consequently, T is not a hyperbolic semigroup
on X , in spite of the existence and boundedness of (λ− S)−1 for |Reλ| ≤ 1

2 .
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1.5 Adjoint and sun dual bisemigroups

If E : [0,∞) → L(X) is a strongly continuous semigroup on a complex Banach
space X , then the Banach dual E(·)∗ has the semigroup property, but need not be
strongly continuous. On the other hand, the Banach dual of a strongly continuous
semigroup on a reflexive Banach space and in particular on a complex Hilbert space
is a strongly continuous semigroup. For semigroups on general Banach spaces,
there exists a “maximal” restriction of E(·)∗, the so-called sun dual E	(·) of E(·),
which is strongly continuous. Here we define sun dual semigroups, discussed in
detail in [160, 60], and generalize them to the bisemigroup setting.

Let E : [0,∞) → L(X) be a strongly continuous semigroup on a complex
Banach space X , and let X∗ be the dual space of X . Let us define the operator
A	(X∗ → X∗) by


D(A	) =


x∗ ∈ X∗ :

∃y∗ ∈ X∗ such that

lim
t→0+

∥∥∥∥E(t)∗x∗ − x∗

t
− y∗

∥∥∥∥
X∗

= 0


 ,

A	x∗ = y∗.

(1.40)

Now let X	 be the closure of D(A	) in X∗. Then

E(t)∗[X	] ⊂ X	, t ∈ R
+,

while the restriction
E	(t) = E(t)∗|X�

of E(t)∗ to X	 defines a strongly continuous semigroup, the so-called sun dual
semigroup, whose infinitesimal generator coincides with the restriction of A	

to X	.
Now let E : R → L(X) be a strongly continuous bisemigroup on a complex

Banach space X , and let P = −E(0−) be its separating projection. Let us define
the domain D(A	) of the sun dual bisemigroup generator by

D(A	) =


x∗ ∈ X∗ :

∃y∗± ∈ X∗ such that

lim
t→0±

∥∥∥∥E(t)∗x∗ − x∗

t
− y∗±

∥∥∥∥
X∗

= 0


 . (1.41)

Let X	 be the closure of D(A	) in X∗. Then X	 is a closed linear subspace of
X∗ and A	(X	 → X	) is defined by

A	x∗ = y∗+ + y∗−. (1.42)

Moreover,
E(t)∗[X	] ⊂ X	, t ∈ R or t = 0±,

while the restriction
E	(t) = E(t)∗|X�
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of E(t)∗ to X	 defines a strongly continuous bisemigroup, the so-called sun dual
bisemigroup, whose infinitesimal generator coincides with A	. If X is a complex
Hilbert space or, more generally, a complex reflexive Banach space, then X	 co-
incides with the dual space X∗ and hence the sun dual bisemigroup with the dual
bisemigroup.





Chapter 2

Perturbing Exponentially
Dichotomous Operators

In this chapter our ultimate goal is to prove (or disprove) that bounded addi-
tive perturbations S of exponentially dichotomous operators S0 are exponentially
dichotomous, provided there exists a vertical strip of the form

{λ ∈ C : |Reλ| ≤ ε}

within the resolvent set of the perturbed operator S and the resolvent (λ − S)−1

is bounded on this strip. Although at first sight the solution of this perturbation
problem seems to be a piece of cake (as it obviously is in the semigroup case),
the dependence of the separating projection of S on the perturbation considerably
complicates the problem. Our basic strategy is to derive the perturbed bisemigroup
by solving a vector-valued convolution equation on the line using the unperturbed
bisemigroup as an integral kernel and the unperturbed bisemigroup acting on an
arbitrary vector as the inhomogeneous term. This requires representing pointwise
inverses of Fourier transforms of operator-valued functions as Fourier transforms of
operator-valued functions. We therefore first discuss basic Gelfand theory of com-
mutative Banach algebras and derive the classical Allan-Bochner-Phillips theorem
on inversion within the operator-valued Wiener algebra. We then develop addi-
tive perturbation theory if the perturbation is a compact operator or the bisemi-
group is analytic (or at least immediately norm continuous). Here we can remain
within the comfortable realm of Bochner integrals of vector-valued functions. To
deal with arbitrary bounded perturbations, we cast the Allan-Bochner-Phillips
theorem in tensor product language before generalizing it to deal with bounded
additive perturbations of exponentially dichotomous operators that either have
a sufficiently small norm or act on complex Hilbert spaces. For convenience we
review both Bochner and Pettis integration of vector-valued functions. The most
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general bounded additive perturbation result on arbitrary complex Banach spaces
still eludes us.

2.1 Invertibility in Banach algebras

In this section we review invertibility of elements of commutative as well as non-
commutative Banach algebras. For more detailed information we refer to a variety
of textbooks [67, 70, 58].

2.1.1 Commutative Banach algebras

Invertibility theory in complex commutative Banach algebras Z with unit element
e is well understood. Let us denote by M the set of all multiplicative linear func-
tionals on Z, i.e., the continuous linear functionals ϕ : Z → C which are not trivial
(i.e., ϕ �≡ 0) and obey the product rule

ϕ(zw) = ϕ(z)ϕ(w), z, w ∈ Z.

For any ϕ ∈M , {x ∈ Z : ϕ(x) = 0} is a maximal ideal in Z. Conversely, for every
maximal ideal m in Z, the functional ϕ : Z → C specifying, for each z ∈ Z, the
unique complex number ϕ(z) such that z − ϕ(z)e belongs to M , is multiplicative.
An element z ∈ Z is invertible in Z if and only if ϕ(z) �= 0 for every ϕ ∈M . The
set M can be naturally imbedded as a closed subset into the closed unit ball in
the dual space of Z equipped with the weak-* topology. According to Alaoglu’s
theorem [58, Theorem 1.23], the closed unit ball with weak-* topology is a compact
Hausdorff space. Hence M is a compact Hausdorff space called the maximal ideal
space of Z.

As a first example, consider the commutative Banach algebra �1(Z) of all
complex sequences x = {xn}n∈Z for which

‖x‖ =
∞∑

n=−∞
|xn|

is finite. This algebra is known as the (discrete) Wiener algebra. Then the multi-
plicative linear functionals are the discrete Fourier transform maps

x �→ x̂(ζ) =
∞∑

n=−∞
ζnxn,

where ζ belongs to the unit circle T. An element x ∈ �1(Z) is invertible if and only
if x̂(ζ) �= 0 for every ζ ∈ T.
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An example of the utmost importance to this book is the (continuous) Wiener
algebra. This is the complex Banach algebra C+̇L1(R) with norm

‖(c, f)‖ def= |c| +
∫ ∞

−∞
|f(t)| dt

and convolution product

(c1, f1) ∗ (c2, f2) = (c1c2, c2f1 + c1f2 + (f1 ∗ f2)),
where (f1∗f2)(t) =

∫∞
−∞ f1(t−s)f2(s) ds. Then the multiplicative linear functionals

are the Fourier transform maps

(̂c, f)(λ) = c+
∫ ∞

−∞
eiλtf(t) dt,

where λ ∈ R, plus the functional (c, f) �→ c which can be thought of as the value
of the Fourier transform of (c, f) at ±∞. An element (c, f) of the Wiener algebra
is invertible if and only if c �= 0 and the Fourier transform (̂c, f)(λ) �= 0 for each
λ ∈ R.

2.1.2 Noncommutative Banach algebras

Let A be a complex Banach algebra with unit element e; in general, A is not
commutative. Let Z be a commutative Banach subalgebra of A such that e ∈ Z
and az = za for a ∈ A and z ∈ Z. Let F be a closed subalgebra of A. Then by
Z ⊗ F we denote the algebraic tensor product of Z and F , namely the set of all
finite sums

n∑
j=1

zjfj ,

where n ∈ N, {z1, . . . , zn} ⊂ Z, and {f1, . . . , fn} ⊂ F . We assume that Z ⊗ F is
a dense linear subspace of A.

Let M be the maximal ideal space of Z. For every ϕ ∈ M , we define Φϕ :
Z ⊗F → A as follows:

Φϕ


 n∑
j=1

zjfj


 =

n∑
j=1

ϕ(zj)fj . (2.1)

Then A is said to be realizable as a tensor product of Z and F if and only if Φϕ
extends to a bounded linear operator on A for each ϕ ∈M . It is clear that Φϕ[A] ⊂
F , (Φϕ)2 = Φϕ, and Φϕ(xy) = Φϕ(x)Φϕ(y) for x, y ∈ A. We therefore call Φϕ the
multiplicative projection associated with the multiplicative linear functional ϕ.

The following theorem is due to Bochner and Phillips [33] in the case where A
is a Banach function algebra and to Allan [6] in general. We follow the presentation
given in the Appendix of [75], which is based on [6].
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Theorem 2.1 (Allan-Bochner-Phillips). Let A be a complex Banach algebra with
unit element e realized as a tensor product of a commutative subalgebra Z and
some subalgebra F , where e ∈ Z. Let M denote the maximal ideal space of Z.
Then A ∈ A is invertible in A if and only if Φϕ(A) is invertible in F for each
ϕ ∈M .

In Theorem 2.1 we may replace “invertible” by either “left invertible” or
“right invertible.”

Before proving Theorem 2.1, we discuss the principal application we have in
mind. Let B be some Banach algebra with unit element and let

A def= B+̇L1(R;B)

be endowed with the norm

‖(B,F )‖ def= ‖B‖ +
∫ ∞

−∞
‖F (t)‖ dt,

where B ∈ B and F ∈ L1(R;B). The product operation in A is defined as

(B1, F1) ∗ (B2, F1) = (B1B2, B1F2(·) + F1(·)B2 + F1 ∗ F2) ,

where (F1 ∗ F2)(t) =
∫∞
−∞ F1(t− s)F2(s) ds. For Z we take the commutative sub-

algebra
Z = {(cIB, f(·)IB) : c ∈ C, f ∈ L1(R)},

which obviously contains the identity (IB, 0) of A. Then each element of Z com-
mutes with each element of A. For F we take the closed subalgebra

F = {(B, 0) : B ∈ B}.
Then Z ⊗ F can be identified with the set of elements (B,F ), where B ∈ B
and F (t) =

∑n
j=1 (cj + fj(t))Bj for a.e. t ∈ R, n ∈ N, and certain c1, . . . , cn ∈ C,

f1, . . . , fn ∈ L1(R), and B1, . . . , Bn ∈ B. Since we can take characteristic functions
of a set of pairwise disjoint subsets of R of finite measure as our fj , the general
theory of Bochner integration (cf. Subsection 2.3.2) yields that Z ⊗F is dense in
A. Since the Fourier transform maps (c, f)

ϕ�→ c + f̂(λ) yield the multiplicative
linear functionals of Z, we get

Φϕ


(B,

n∑
j=1

(cj , fj)bj)


 = B +

n∑
j=1

cjBj +
n∑
j=1

f̂j(λ)Bj ,

which obviously extends to the bounded linear operator

(B,F ) �→ B +
∫ ∞

−∞
eiλtF (t) dt
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on A. Also, the multiplicative linear functional (c, f)
ψ�→ c induces the multiplica-

tive projection Φψ defined by

Φψ


(B,

n∑
j=1

(cj , fj)bj)


 = B +

n∑
j=1

cjBj ,

which obviously extends to the bounded linear operator (B,F ) �→ B on A. Thus
(B,F ) is invertible in A if and only if B and all of the Fourier transforms

B +
∫ ∞

−∞
eiλtF (t) dt, λ ∈ R,

are invertible in B.
A second application regards the complex Banach algebra �1(Z;B) of all

sequences {Bn}∞n=−∞ with entries Bn in some complex Banach algebra B with
unit element eB endowed with the norm

∥∥{Bn}∞n=−∞
∥∥ def=

∞∑
n=−∞

‖Bn‖B

and the convolution product

{B(1)
n }∞n=−∞ ∗ {B(2)

n }∞n=−∞
def=

{ ∞∑
m=−∞

B
(1)
n−mB

(2)
m

}∞

n=−∞
.

Applying Theorem 2.1 for A = �1(B), Z = �1(Z) ⊗ eB, and F the subalgebra of
sequences {Bn}∞n=−∞ satisfying Bn = 0 for 0 �= n ∈ Z, we easily see that Z ⊗ F
contains the B-valued sequences with at most finitely many nonzero terms and
hence is dense in A. Consequently, a sequence {Bn}∞n=−∞ is invertible in �1(Z;B)
if and only if its so-called symbol

B̂(z) =
∞∑

n=−∞
znBn,

is invertible in B for every z ∈ T.
Before deriving Theorem 2.1, we prove the following lemma [6, 75].

Lemma 2.2 (Allan). Let A be a complex Banach algebra with unit element e and
let Z be a closed commutative subalgebra of A such that e ∈ Z and az = za for
a ∈ A and z ∈ Z. If L is a maximal left ideal in A or a maximal right ideal in A,
then L ∩ Z is a maximal ideal in Z.

Proof. Let L be a maximal left ideal in A. Then, clearly, L∩Z is a two-sided ideal
in Z. To show that it is in fact a maximal ideal in Z, we define for every z ∈ Z \L,

Kz = {y ∈ A : yz ∈ L}.
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Then Kz is a left ideal in A with e /∈ Kz. Because for z ∈ Z \ L and y ∈ L we
have yz = zy ∈ L, we also have L ⊂ Kz. The maximality of L then implies that
Kz = L for every z ∈ Z \L. This implies that if for z ∈ Z \L the elements y1z− e
and y2z − e belong to L, then (y1 − y2)z ∈ L and therefore y1 − y2 ∈ Kz = L. On
the other hand, from the maximality of the left ideal L in A it follows that for
each a ∈ Z \ L there exists y ∈ A such that yz − e ∈ L. Consequently, for every
z ∈ Z \ L there exists a unique element y ∈ A modulo L such that yz − e ∈ L.

Now let z ∈ Z \ L be such that

{z − λe : λ ∈ C} ⊂ Z \ L.

Then for each λ ∈ C there exists a unique y(λ) ∈ A modulo L such that y(λ)(z −
λe) − e ∈ L. For fixed λ0 ∈ C the function

f(λ) def= y(λ0)(e− (λ− λ0)y(λ0))−1

is analytic in a neigborhood U of λ0. Since for all λ ∈ C the element

g(λ) = z − λe = (e− (λ− λ0)y(λ0))(z − λ0e) + (λ− λ0)� ∈ L,

where �(λ) = y(λ0)(z − λ0e) − e ∈ L, we have

g(λ)(z − λe) − e = y(λ0)(e− (λ− λ0)y(λ0))−1[(e− (λ− λ0)y(λ0))(z − λ0e)
+ (λ− λ0)�] = y(λ0)(z − λ0e) + �1,

where λ ∈ U and �1 = (λ − λ0)y(λ0)(e − (λ − λ0)y(λ0))−1� ∈ L. Then the
equivalence classes of A/L containing the functions y(λ) and g(λ) coincide for
λ ∈ U . Consequently, the equivalence class of A/L containing y(λ) is an entire
function of λ ∈ C which has the zero equivalence class as its limit as |λ| → ∞.
Liouville’s theorem then implies that y(λ) ∈ L for each λ ∈ C. For λ = 0 this
yields zy(0) − e ∈ L, while always zy(0) = y(0)z ∈ L, implying that e ∈ L.
Contradiction.

Consequently, for each z ∈ Z \L there exists a necessarily unique λ ∈ C such
that z − λe ∈ L. But this means that L ∩ Z is a maximal ideal in Z.

If L is assumed to be a maximal right ideal in A, the proof is similar. �

Let us now prove Theorem 2.1.

Proof of Theorem 2.1. If a ∈ A is left invertible in A, then ya = e for some y ∈ A.
Now let Φ be a multiplicative projection. Then e = Φ(e) = Φ(ya) = Φ(y)Φ(a) and
hence Φ(a) is left invertible in F with left inverse Φ(y).

Conversely, assume a ∈ A is not left invertible. Then

K = {xa : x ∈ A}
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is a left ideal in A such that e /∈ K. Let L be a maximal left ideal in A containing
K. Then, according to Lemma 2.2, the set L ∩ Z is a maximal ideal in Z. Let ϕ
denote the multiplicative linear functional on Z such that

L ∩ Z = {z ∈ Z : ϕ(z) = 0}.

Denote by Φ the multiplicative projection associated with ϕ. For all elements
x =

∑n
j=1 zjfj ∈ Z ⊗F we have

x− Φ(x) =
n∑
j=1

(zj − ϕ(zj)e)fj =
n∑
j=1

fj(zj − ϕ(zj)e) ∈ L.

Because Φ is bounded on A, Z ⊗F is dense in A, and L is closed in A, we obtain
x− Φ(x) ∈ L for each x ∈ A. As a result, KerΦ ⊂ L.

Let us now prove that Φ(xa) �= e for each x ∈ A. Otherwise there would exist
x ∈ A such that Φ(xa− e) = Φ(xa)−Φ(e) = Φ(xa)− e = 0 and hence xa− e ∈ L.
Since xa ∈ K and K ⊂ L, we get e ∈ L, which is a contradiction. Thus Φ(xa) �= e
for every x ∈ A.

Since Φ(xa) �= e for every x ∈ A, there does not exist a left inverse of Φ(a),
i.e., an element y ∈ A such that yΦ(a) = e. Otherwise we would have

e = Φ(e) = Φ(yΦ(a)) = Φ(y)Φ2(a) = Φ(y)Φ(a) = Φ(ya),

which cannot be true. Thus Φ(a) is not left invertible in A.
For right invertibility (and hence two-sided invertibility) the proof is similar.

�

2.2 Additive perturbations: Elementary results

Let S0 be an exponentially dichotomous operator on a complex Banach space X ,
and let Γ ∈ L(X). Put S = S0 + Γ, which implies that D(S) = D(S0). Then for S
to be exponentially dichotomous, there should exist h > 0 such that

{λ ∈ C : |Reλ| ≤ h} ⊂ ρ(S). (2.2)

Under the hypotheses of the present Section 2.2 the resolvent (λ − S)−1 should
be bounded on the strip, potentially for a smaller h > 0. The question is if this
condition is sufficient for the exponential dichotomy of S. In this section we impose
additional constraints on Γ or on the bisemigroup generated by S0 to make S ex-
ponentially dichotomous. In Section 2.3 we shall prove that any bounded additive
perturbation S of an exponentially dichotomous operator S0 on a complex Hilbert
space is exponentially dichotomous if (2.2) is satisfied and (λ − S)−1 is bounded
on the strip given by (2.2), but at the expense of dealing with Pettis (rather than
Bochner) integrals of vector-valued functions. We have not managed to prove (or



34 Chapter 2. Perturbing Exponentially Dichotomous Operators

disprove) the corresponding Banach space result. On the positive side, we shall
prove that any additive perturbation of an exponentially dichotomous operator by
a linear operator of sufficiently small norm is exponentially dichotomous.

2.2.1 Additive compact perturbations

Let us first deal with additive compact perturbations of exponentially dichoto-
mous operators by proving a result in [134] which has been generalized in [157] to
perturbations such that (λ − S0)−1Γ is a compact operator.

Theorem 2.3. Let S0 be an exponentially dichotomous operator on X and let Γ
be a compact operator on X without zero or purely imaginary eigenvalues. Then
S = S0 +Γ is exponentially dichotomous. Moreover, for 0 �= t ∈ R and for t = 0±,
the operator E(t;S) − E(t;S0) is compact.

Proof. Consider

W (λ) = (λ− S0)−1(λ− S) = IX − (λ − S0)−1Γ. (2.3)

Then there exists h > 0 such that {λ ∈ C : |Reλ| ≤ h} ⊂ ρ(S0). Because of the
Laplace transform formula

(λ− S0)−1x =
∫ ∞

−∞
e−λtE(t;S0)xdt, x ∈ X, (2.4)

where E(·;S0) is the bisemigroup generated by S0, we have ‖(λ−S0)−1x‖ → 0 as
|λ| → ∞ with |Reλ| < −ω(E(·;S0)), for any x ∈ X . The compactness of Γ ensures
that ‖W (λ) − IX‖ = ‖(λ− S0)−1Γ‖ → 0 as |λ| → ∞ with |Reλ| < −ω(E(·;S0)).
Thus for any r ∈ (0,−ω(E(·;S0))) there exists s > 0 such that W (λ) is invertible
whenever |Reλ| ≤ r and |Imλ| ≥ s. Since the imaginary axis does not contain
any eigenvalues of S and therefore W (λ) is invertible for λ on the imaginary axis,
there exists ρ > 0 such that W (λ) is invertible whenever |Reλ| ≤ ρ.

Now note that

W (λ)x = x−
∫ ∞

−∞
e−λtE(t;S0)Γxdt, x ∈ X.

Then the compactness of Γ guarantees that E(·;S0)Γ is continuous in the operator
norm with a jump discontinuity in t = 0. The exponential decay of ‖ectE(t;S0)‖
as t → ±∞ (for c ∈ [−ρ, ρ]) implies that ec(·)E(·;S0)Γ ∈ L1(R;L(X)) for each
c ∈ [−ρ, ρ]. Moreover, W (λ) is invertible for all λ ∈ −c + iR (including at λ =
−c ± i∞). According to Theorem 2.1 there exists Φ ∈ L1(R;L(X)) such that
ec(·)Φ ∈ L1(R;L(X)) for each c ∈ [−ρ, ρ] and

W (λ)−1 = IX +
∫ ∞

−∞
e−λtΦ(t) dt, |Reλ| ≤ ρ.
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Consequently, for x ∈ X we have

(λ− S)−1x = W (λ)−1(λ − S0)−1x

=
∫ ∞

−∞
e−λt

[
E(t;S0)x+

∫ ∞

−∞
Φ(t− τ)E(τ ;S0)xdτ

]
dt,

where |Reλ| ≤ ρ. Putting

E(t;S)x = E(t;S0)x+
∫ ∞

−∞
Φ(t− τ)E(τ ;S0)xdτ, (2.5)

we obtain, for each x ∈ X , a continuous function with jump discontinuity in t = 0
such that

‖E(t;S)x‖ ≤ const e−ρ|t|‖x‖, x ∈ X.

Theorem 1.7 then implies that S is exponentially dichotomous.
To prove the compactness of E(t;S) − E(t;S0), we write (2.5) as

E(t;S) = E(t;S0) +
∫ ∞

−∞
Φ(t− τ)E(τ ;S0) dτ, (2.6)

where the integral is absolutely convergent in the norm topology. Then

∫ ∞

−∞
e−λtΦ(t) dt =

[
IX −

∫ ∞

−∞
e−λtE(t;S0)Γ dt

]−1

= (λ− S)−1Γ,

where |Reλ| ≤ ρ, which implies that Φ(t) = E(t;S)Γ for 0 �= t ∈ R and that Φ(t) is
a compact operator. But then (2.6) implies the compactness of E(t;S)−E(t;S0),
as claimed. �

2.2.2 Additive perturbations: Analytic bisemigroups

We now prove that bounded additive perturbations of analytic bisemigroup gener-
ators are themselves analytic bisemigroup generators [134]. Our proof differs from
the one given in [134].

Theorem 2.4. Let S0 be the infinitesimal generator of an analytic bisemigroup and
let Γ be bounded, both defined on the complex Banach space X. Suppose S = S0+Γ
satisfies

{λ ∈ C : |Reλ| ≤ h} ⊂ ρ(S)

for some h > 0. Then S is the infinitesimal generator of an analytic bisemigroup.

Proof. Since S0 is bisectorial, there exist δ ∈ (0, π2 ], h > 0, and Mε ≥ 1 such that
(1.29) and (1.30) hold true. Now define the operator function W by (2.3). Then
W (λ) is defined for λ ∈ C as in (1.29) and ‖W (λ) − IX‖ → 0 as |λ| → ∞ with λ
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as in (1.30). Then there exists δ1 ∈ (0, δ] ⊂ (0, π2 ) such that W (λ) is invertible for
λ belonging to the set{

0 �= λ ∈ C :
π

2
− δ1 < | arg(λ)| < π

2
+ δ1

}
∪ {λ ∈ C : |Reλ| < h} . (2.7)

Thus the set in (2.7) is contained in ρ(S). Moreover, if needed, we choose δ1 and
h as to make ‖W (λ)−1‖ bounded on this set. Then the identity

(λ− S)−1 = W (λ)−1(λ− S0)−1

implies that S is bisectorial. Proposition 1.8 then implies that S generates an
analytic bisemigroup. �

2.2.3 Additive perturbations: Immediate norm continuity

We now prove that bounded additive perturbations of infinitesimal generators of
immediately norm continuous bisemigroups are themselves infinitesimal generators
of immediately norm continuous semigroups [134].

Theorem 2.5. Let S0 be the infinitesimal generator of an immediately norm con-
tinuous bisemigroup and let Γ be bounded, both defined on the complex Banach
space X. Suppose S = S0 + Γ satisfies

{λ ∈ C : |Reλ| ≤ h} ⊂ ρ(S)

for some h > 0. Then S is the infinitesimal generator of an immediately norm
continuous bisemigroup.

Proof. We essentially follow the proof of Theorem 2.3, using that E(·;S0)Γ ∈
L1(R,L(X)). Then (2.5) yields the bisemigroup generated by S, where E(·;S) −
E(·;S0) is easily seen to be norm continuous (as the convolution product of Φ ∈
L1(R,L(X)) and E(·;S0)) except for a strong jump discontinuity in t = 0. �

2.2.4 Compact perturbations: Immediate compactness

We now prove that compact perturbations of infinitesimal generators of immedi-
ately compact bisemigroups are themselves infinitesimal generators of immediately
compact bisemigroups.

Theorem 2.6. Let S0 be the infinitesimal generator of an immediately compact
bisemigroup and let Γ be a compact operator, both defined on the complex Banach
space X. Suppose S = S0 + Γ does not have imaginary spectrum. Then S is the
infinitesimal generator of an immediately compact bisemigroup.

Proof. According to Theorem 1.10, S0 is the infinitesimal generator of an im-
mediately norm continuous bisemigroup. Then S generates an immediately norm
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continuous bisemigroup (as a result of Theorem 2.5) and is a strongly continuous
bisemigroup such that E(t;S)−E(t;S0) is a compact operator for 0 �= t ∈ R (as a
result of Theorem 2.3). But then E(·;S) is an immediately compact bisemigroup,
as claimed. �

2.3 Additive perturbations: Generalizations

In this section we ultimately prove that a bounded additive perturbation of an
exponentially dichotomous operator of sufficiently small norm or acting on an ar-
bitrary complex Hilbert space is exponentially dichotomous, provided there exists
a strip about the imaginary axis contained in the resolvent set of the perturbed
operator and the resolvent of the perturbed operator is bounded on this strip. The
method of proof is basically the same as in Section 2.2, but the vector-valued con-
volution integrals appearing in the proof can no longer be interpreted as Bochner
integrals. We therefore introduce reasonable cross norms and the injective and
projective tensor products of two Banach spaces [57] and cast the Allan-Bochner-
Phillips theorem in the framework of tensor products. To deal with vector-valued
integrals, we introduce the much weaker Pettis integral of vector-valued functions
[57]. We then go on to interpret the completion of the vector space of Pettis inte-
grable vector functions as an injective tensor product. After all of this forework,
we apply the method of Section 2.2 to prove our main perturbation results.

2.3.1 Applying tensor products

Let us begin by reformulating Theorem 2.1. Instead of viewing Z and F as suitable
subalgebras of a given Banach algebra A, we now construct A from the given
algebras Z and F .

Let Z be a commutative Banach algebra with unit element eZ and F a
(not necessarily commutative) complex Banach algebra with unit element eF . Let
Z ⊗ F stand for the algebraic tensor product of Z and F . Then by a reasonable
cross norm ([57], Chapter VIII) we mean a norm on Z ⊗ F having the following
properties:

1. ‖z ⊗ f‖ = ‖z‖ ‖f‖ for z ∈ Z and f ∈ F .

2. For every z∗ ∈ Z∗ and f∗ ∈ F∗ (the duals of Z and F as Banach spaces),
we have

|(x∗ ⊗ f∗)(a)| ≤ ‖x∗‖‖f∗‖‖a‖, a ∈ Z ⊗F .

Writing ‖ · ‖α for a reasonable cross norm on Z ⊗F , we denote its completion by
Z ⊗α F . It is easily seen that

‖a‖ε ≤ ‖a‖α ≤ ‖a‖π, a ∈ Z ⊗F ,
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where
‖a‖ε = sup

z∗∈Z∗,‖z∗‖=1
f∗∈F∗,‖f∗‖=1

|(z∗ ⊗ f∗)(a)|, a ∈ Z ⊗F ,

is the injective tensor norm and

‖a‖π = inf



∑
j

‖zj‖‖fj‖ : a =
∑
j

(zj ⊗ fj)


 , a ∈ Z ⊗F ,

is the projective tensor norm. Obviously, z �→ (z ⊗ eF ) and f �→ (eZ ⊗ f) are
isometric imbeddings of Z and F into Z⊗F , respectively, provided ‖eZ‖ = ‖eF‖ =
1. It is clear that, for any reasonable cross norm ‖ · ‖α, A def= Z ⊗α F is a Banach
algebra with unit element e def= eZ⊗eF ∈ Z∩F (with Z∩F viewed as a subalgebra
of A). We shall define reasonable cross norms on the algebraic tensor product of
two arbitrary Banach spaces (rather than Banach algebras) in the same way.

Let Φϕ be the multiplicative projection associated with the multiplicative
functional ϕ on Z, initially defined on Z ⊗F by (2.1). Then for a =

∑
j (zj ⊗ fj)

we have

‖Φϕ(a)‖F =

∥∥∥∥∥∥
∑
j

ϕ(zj)fj

∥∥∥∥∥∥
F

= sup
f∗∈F∗,‖f∗‖=1

∣∣∣∣∣∣
∑
j

ϕ(zj)〈fj , f∗〉
∣∣∣∣∣∣

≤ sup
z∗∈Z∗,‖z∗‖=1
f∗∈F∗,‖f∗‖=1

∣∣∣∣∣∣
∑
j

〈zj , z∗〉〈fj , f∗〉
∣∣∣∣∣∣

= sup
z∗∈Z∗,‖z∗‖=1
f∗∈F∗,‖f∗‖=1

|(z∗ ⊗ f∗)(a)| = ‖a‖ε ≤ ‖a‖α, (2.8)

which implies that Φϕ has a unique bounded continuation to Z ⊗α F . Note that,
at the inequality, we have taken linear functionals on Z with unit norm to replace
multiplicative linear functionals on Z.

We can now apply Theorem 2.1 and prove

Theorem 2.7 (Allan-Bochner-Phillips). Let Z be a commutative Banach algebra
with unit element, F a Banach algebra with unit element, and ‖ · ‖α a reasonable
cross norm on Z⊗F . Then a is invertible in Z⊗αF if and only if Φ(a) is invertible
in F for every multiplicative projection Φ.

2.3.2 Bochner vs. Pettis integration

For later use, primarily in the next subsection as well as in Section 7.2, we introduce
both the Bochner and the Pettis integral of a function f from a set E equipped
with a countably additive positive measure µ into a complex Banach space Y and
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compile its major properties. For details we refer the reader to [57, Chapter II]
and [59, Chapter III].

1. Bochner integration. Let (E, µ) be a measure space, Σ its underlying σ-algebra,1

and Y a complex Banach space. Then f : E → Y is called simple if F = {f(t) :
t ∈ E} is a finite set and, for each y ∈ F , {t ∈ E : f(t) = y} ∈ Σ and µ({t ∈ E :
f(t) = y}) is finite. A function f : E → Y is called strongly µ-measurable if there
exists a sequence of simple functions {fn}∞n=1 on E such that ‖fn(t)− f(t)‖Y → 0
for µ-almost every t ∈ E. Then strongly µ-measurable functions remain strongly
µ-measurable under sums, scalar multiples, and pointwise (almost everywhere)
strong limits. A strongly µ-measurable function f : E → Y is called Bochner
integrable if there exists a sequence of simple functions {fn}∞n=1 such that

lim
n→∞

∫
E

‖fn(t) − f(t)‖Y dµ = 0.

We then define the Bochner integral
∫
E
f dµ as the limit of the naturally defined

integrals
∫
E
fn dµ of simple functions. It is easily shown [57, Theorem II 2.2] that

a strongly µ-measurable function is Bochner integrable if and only if ‖f(·)‖Y ∈
L1(E, dµ).

Bochner integrals have many of the usual properties of the Lebesgue integrals
of scalar functions, such as the Dominated Convergence Theorem which will be
applied in the remainder of the book without further ado. It reads as follows [59,
Corollary III.16]: Let {fn}∞n=1 be a sequence of µ-measurable functions fn : E → X
such that ‖fn(t) − f(t)‖X → 0 and, for some g ∈ L1(E, dµ), ‖fn(t)‖X ≤ g(t) for
µ-almost every t ∈ E. Then f : E → X is Bochner integrable and

lim
n→∞

∫
E

fn(t) dµ(t) =
∫
E

f(t) dµ(t).

Also, Hille’s Lemma 1.2 can be stated in terms of Bochner integrals: If S(X → X)
is a closed linear operator, f : E → X takes µ-almost all of its values in D(S),
and both f and Sf are Bochner integrable, then

∫
E f dµ ∈ D(S) and S

∫
E f dµ =∫

E
Sf dµ.

2. Pettis integration. A function f : E → Y is called weakly µ-measurable if
the scalar functions 〈f(·), y∗〉 are measurable for every y∗ ∈ Y ∗. According to
Pettis’ Measurability Theorem [57, Theorem II 1.2], f is strongly µ-measurable
iff f is weakly µ-measurable and there exists E0 ∈ Σ with µ(E0) = 0 such that
f(E \ E0) is a (norm) separable subset of Y . If f : E → Y has the additional
property that 〈f(·), y∗〉 ∈ L1(E, dµ) for each y∗ ∈ Y ∗, then the linear functional
y∗ �→ ∫

E〈f(t), y∗〉dµ is continuous and hence represents an element of the second
dual space Y ∗∗, which we conveniently denote by

∫
E
f dµ. However, if

∫
E
fχF dµ

1In other words, µ : Σ → R
+ ∪ {+∞} is a countably additive function defined on the σ-algebra

Σ of subsets of E.
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belongs to Y (rather than to Y ∗∗) for every F ∈ Σ, then f is called Pettis integrable
and its Pettis integral (P )

∫
E
f dµ is defined as follows:〈

(P )
∫
E

f dµ, y∗
〉

=
∫
E

〈f(t), y∗〉dµ.

According to [57, Theorem II 3.5], for each Pettis integrable function f : E →
Y the map

F �→ (P )
∫
E

fχF dµ, F ∈ Σ, (2.9)

is a countably additive µ-continuous vector measure on Σ. Indeed, its weak count-
able additivity is obvious. However, the Orlicz-Pettis Theorem [57, Corollary I 4.4]
implies that weakly countably additive vector measures on a σ-algebra are (norm)
countably additive.

We have the following result [57].

Proposition 2.8. Let µ be a σ-finite measure on E and Y a complex Banach space.
Then the following statements are true:

1. The complex Banach space L1(E, Y ) of all Bochner integrable functions f :
E → Y satisfies

L1(E, Y ) = L1(E, dµ) ⊗π Y.
2. The closure of the complex vector space of all Pettis integrable functions
f : E → Y with respect to the norm

‖f‖ = sup
‖y∗‖=1

∫
E

|〈f(t), y∗〉| dµ (2.10)

coincides with the injective tensor product L1(E, dµ) ⊗ε Y .

Proof. The first part is well known [57, Example VIII 1.10], also if the measure
is not finite. The second part appears as [57, Theorem VIII 1.5] if the measure is
finite. If the measure µ is σ-finite and {En}∞n=1 is an increasing sequence of subsets
of E of finite µ-measure with union E, we use the norm countable additivity of
(2.9) to prove that, for Pettis integrable f : E → Y ,

lim
n→∞

∥∥∥∥
∫
E

f dµ−
∫
En

f dµ

∥∥∥∥
Y

= 0 (2.11)

to approximate f by Pettis integrable functions fn supported on En. From (2.11)
we then have

lim
n→∞ sup

‖y∗‖=1

∣∣∣∣
∫
E

〈f(t), y∗〉dµ−
∫
En

〈f(t), y∗〉dµ
∣∣∣∣ = 0.

Then we employ the second part of Proposition 2.8 for the finite measure µn(F ) =
µ(F ) for F ∈ Σ and F ⊂ En to approximate fn in the norm (2.10) by a function
in the algebraic tensor product L1(En, Y ) ⊗ Y . �
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We now generalize Hille’s Lemma to the realm of Pettis integration. In the
process we shall also prove Lemma 1.2.

Lemma 2.9. Let X and Y be complex Banach spaces and let S(X → Y ) be a
closed and densely defined linear operator. Suppose (E, µ) is a measure space and
f : E → X is Pettis integrable. If f(t) ∈ D(S) for µ-a.e., t ∈ E and Sf : E → Y
is Pettis integrable, then (P )

∫
E f(t) dµ(t) ∈ D(S) and

S

(
(P )
∫
E

f(t) dµ(t)
)

= (P )
∫
E

Sf(t) dµ(t).

Proof. For φ ∈ D(S∗) we compute

〈(P )
∫
E

f(t) dµ(t), S∗φ〉 =
∫
E

〈f(t), S∗φ〉 dµ(t)

=
∫
E

〈Sf(t), φ〉 dµ(t)

=
〈

(P )
∫
E

Sf(t) dµ(t), φ
〉
.

Since this calculation can be repeated with fχF instead of f for any F ∈ Σ, we
conclude that Sf : E → Y is Pettis integrable. The lemma is then immediate from
Proposition 1.1. �

2.3.3 Bounded additive perturbations

Our principal application of Theorem 2.7 has the following form. Let B be a
complex Banach algebra with unit element eB and let Z stand for the continuous
Wiener algebra C+̇L1(R). Then Z = L1(E, µ), where E = R ∪ {∞}, µ is the
Lebesgue measure on R, and µ satisfies µ({∞}) = 1. Then according to the first
part of Proposition 2.8 we have

L1(E,B) = Z ⊗π B
in the sense of norm isometry. Since the multiplicative linear functionals on Z are
Fourier transform maps (including the Fourier transform evaluation at infinity),
we see that A is invertible in L1(E,B) if and only if the values of its Fourier
transform (including its value at infinity) are invertible in B.

Before proving the most general additive perturbation result on Hilbert
spaces, we derive the following useful lemma.

Lemma 2.10. Let X be a complex Banach space. Suppose K : R × X → X is a
vector function such that

(1) K(·, x) ∈ L1(R;X) for every x ∈ X,
(2) K(t, λ1x1 + λ2x2) = λ1K(t, x1) + λ2K(t, x2) for λ1, λ2 ∈ C, x1, x2 ∈ X, and

a.e. t ∈ R.
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Then there exists a unique bounded linear operator L on L1(R;X) such that

(Lψ)(t) =
∫ ∞

−∞
K(t− τ, ψ(τ)) dτ (2.12)

for integrable step functions ψ, while the norm of L is bounded above by

sup
‖x‖=1

∫ ∞

−∞
‖K(t, x)‖ dt.

Proof. Let

ψ(t) =
n∑
j=1

χEj (t)xj

be a nontrivial Bochner integrable step function, i.e., {x1, . . . , xn} ⊂ X \ {0} and
E1, . . . , En are mutually disjoint subsets of R of finite Lebesgue measure. Then
the integral in (2.12) is well defined as a Bochner integral and equals

(Lψ)(t) =
n∑
j=1

∫ ∞

−∞
χEj (τ)K(t− τ, xj) dτ

=
n∑
j=1

‖xj‖
∫ ∞

−∞
χEj (τ)K

(
t− τ,

xj
‖xj‖

)
dτ.

Moreover,

‖Lψ‖L1(R;X) ≤
n∑
j=1

‖xj‖
∫ ∞

−∞

∫ ∞

−∞
χEj(τ)

∥∥∥∥K
(
t− τ,

xj
‖xj‖

)∥∥∥∥ dτ dt
=

n∑
j=1

‖xj‖
∫ ∞

−∞
χEj (τ)

(∫ ∞

−∞

∥∥∥∥K
(
t− τ,

xj
‖xj‖

)∥∥∥∥ dt
)
dτ

≤
(

sup
‖x‖=1

∫ ∞

−∞
‖K(t, x)‖ dt

)
n∑
j=1

m(Ej)‖xj‖

=

(
sup

‖x‖=1

∫ ∞

−∞
‖K(t, x)‖ dt

)
‖ψ‖L1(R;X).

Using the density of the Bochner integrable step functions in L1(R;X) we easily
prove that L extends uniquely to a bounded linear operator on L1(R;X) with the
above norm bound. �

We have not stated that the integral representation (2.12) is valid for any
ψ ∈ L1(R;X). However, if K(t, x) = K(t)x for some K(t) ∈ L(X) and ‖K(t)x‖ ≤
ϕ(t)‖x‖ a.e. for some ϕ ∈ L1(R), then the right-hand side of (2.12) is a Bochner
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integral and (2.12) is true for each ψ ∈ L1(R;X). In the sequel we shall apply
Lemma 2.10 primarily for K(t, x) = E(t)x, where E is a strongly continuous
bisemigroup on X .

It is not clear if Lemma 2.10 is valid on Lp(R;X) for p > 1. However, it is
valid on L2(R;X) if X is a complex Hilbert space.

Lemma 2.11. Let X be a complex Hilbert space and let K : R × X → X be a
vector function satisfying the hypotheses of Lemma 2.10. Then the linear operator
L defined by (2.12) for each integrable step function ψ extends to a unique bounded
linear operator on L2(R;X) with norm given by

‖L‖ = sup
‖x‖=1,λ∈R

‖K̂(λ, x)‖,

where
K̂(λ, x) =

∫ ∞

−∞
eiλtK(t, x) dt.

Proof. Suppose F is the Fourier transform map on L2(R;X). Then (2π)−1/2F is
a unitary operator. Moreover, letting ψ, an integrable step function, be as in the
proof of Lemma 2.10, we get for λ ∈ R,

(FLψ)(λ) =
n∑
j=1

‖xj‖
∫ ∞

−∞
χ̂Ej (λ)K̂

(
λ,

xj
‖xj‖

)
= K̂(λ, (Fψ)(λ)).

Then the bounded extendability of L and the exact expression for its norm easily
follow with the help of the commutative diagram

L2(R;X) L−−−−→ L2(R;X)

F
* *F

L2(R;X) −−−−−−→
λ
→K̂(λ,·)

L2(R;X),

as claimed. �

We have not stated that the integral representation (2.12) is valid for any
ψ ∈ L2(R;X). However, if K(t, x) = K(t)x for some K(t) ∈ L(X) and ‖K(t)x‖ ≤
ϕ(t)‖x‖ a.e. for some ϕ ∈ L1(R), then the right-hand side of (2.12) is a Bochner
integral and (2.12) is true for each ψ ∈ L1(R;X). In the sequel we shall apply
Lemma 2.10 primarily for K(t, x) = E(t)x, where E is a strongly continuous
bisemigroup on X . Only in Subsection 7.2.1 shall we encounter less trivial appli-
cations of Lemma 2.10, where we are not going to bother with the precise nature
of (2.12) when ψ is not a step function.

As an immediate consequence of Lemma 2.10 and Theorem 1.7, we prove
that bounded perturbations of exponentially dichotomous operators on complex
Banach spaces with a sufficiently small norm are themselves exponentially dichoto-
mous.
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Theorem 2.12. Let S0 be an exponentially dichotomous operator on a complex
Banach space X, and let Γ ∈ L(X). Then there exists δ = δ(S0) > 0 such that
S = S0 + Γ is exponentially dichotomous whenever ‖Γ‖ < δ.

Proof. To derive Theorem 2.12 from Theorem 1.7 and Lemma 2.10, we remark
that for certain c,M > 0,

‖E(t;S0)x‖L(X) ≤M e−c|t|‖x‖, 0 �= t ∈ R, x ∈ X.

Then ∫ ∞

−∞
eε|t|‖E(t;S0)x‖ dt ≤ 2M‖x‖

c− ε
, x ∈ X,

whenever 0 < ε < c. Then, according to Lemma 2.10, for each δ ∈ (−c, c) the
convolution operator

(Lδψ)(t) =
∫ ∞

−∞
eδ(t−τ)E(t− τ ;S0)Γψ(s) ds (2.13)

is bounded on L1(R;X) with norm satisfying

‖Lδ‖ ≤ sup
‖x‖=1

∫ ∞

−∞
eδt‖E(t;S0)Γx‖ dt ≤

2cM‖Γ‖L(X)

c2 − δ2
.

Thus if ‖Γ‖ < (c/2M) and 0 < δ <
√
c(c− 2M‖Γ‖), the convolution integral

equation

F (t;x) −
∫ ∞

−∞
E(t− τ ;S0)ΓF (τ ;x) dτ = E(t;S0)x (2.14)

has a unique solution such that eδ(·)F (·;x) ∈ L1(R;X) for every x ∈ X . In partic-
ular, F (·;x) is strongly measurable for each x ∈ X .

The norms of the integral equation (2.14) are dominated by those of the
scalar integral equation

Φ(t) −M‖Γ‖
∫ ∞

−∞
e−c|t−τ |Φ(τ) dτ = M‖x‖e−c|t|,

which has
Φ(t) =

cM‖x‖√
c(c− 2M‖Γ‖) e

−t
√
c(c−2M‖Γ‖)

as its unique solution whenever ‖Γ‖ < (c/2M). In that case

‖F (t;x)‖ ≤ cM‖x‖√
c(c− 2M‖Γ‖) e

−t
√
c(c−2M‖Γ‖)

for a.e. t ∈ R and each x ∈ X . Moreover,

(λ− S)−1x =
∫ ∞

−∞
e−λtF (t;x) dt, |Reλ| <

√
c(c− 2M‖Γ‖).

Then Theorem 1.7 implies that S is exponentially dichotomous. �
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We now derive the most general perturbation result on complex Hilbert
spaces.

Theorem 2.13. Let S0 be an exponentially dichotomous operator on the complex
Hilbert space X, Γ ∈ L(X), and S = S0 + Γ. Suppose

Ch = {λ ∈ C : |Reλ| ≤ h} ⊂ ρ(S)

for some h > 0. Moreover, suppose (λ− S)−1 is bounded on Ch. Then S is expo-
nentially dichotomous.

Proof. For some ε ∈ (0, h], eε|·|E(·;S0)x : R → X is Pettis integrable for each
x ∈ X . Thus, by Lemma 2.11, for each δ ∈ (−ε, ε) the convolution operator given
by (2.13) is bounded on L2(R;X) with norm bounded above by

sup
λ∈iR

‖W (λ− δ) − IX‖L(X), (2.15)

where
W (λ) = IX − (λ− S0)−1Γ, |Reλ| < ε.

This follows easily using the unitarity of (2π)−1/2FX on L2(R;X), where FX is
the Fourier transform, given that X is a complex Hilbert space. Therefore, for
each δ ∈ (−ε, ε) the convolution operator L0 is bounded on L2(R, e2δtdt;X) with
norm bounded above by (2.15). Moreover, since W (λ)−1 = IX + (λ − S)−1Γ for
|Reλ| sufficiently small, we have, as a result of the second hypothesis on S,

Mδ
def= sup

Reλ=−δ
‖W (λ)−1‖ <∞, δ ∈ [−h, h]. (2.16)

Now consider the vector-valued convolution equation (2.14), where x ∈ H .
Then for δ ∈ (−ε, ε) any solution F (·;x) belonging to L2(R, e2δtdt;X) satisfies∫ ∞

−∞
e−λtF (t;x) dt = W (λ)−1(λ− S0)−1x = (λ− S)−1x, (2.17)

where |Reλ| < ε. Since by (2.15)∫ ∞

−∞
‖F (t;x)‖2e2δt dt =

1
2π

∫ ∞

−∞
‖(−δ + iµ− S)−1x‖ dµ

≤ (Mδ)2

2π

∫ ∞

−∞
‖(−δ + iµ− S0)−1x‖ dµ

≤ (Mδ)2
∫ ∞

−∞
‖E(t;S0)x‖2e2δt dt <∞,

where x ∈ X , then for each δ ∈ (−ε, ε) and every x ∈ X there exists a unique
solution F (·;x) of (2.17) in L2(R, e2δtdt;X). In particular, F (·;x) is strongly mea-
surable for each x ∈ X .
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Now note that F (·;x) ∈ L1(R, e2εtdt;X) for every γ ∈ (0, δ) and each x ∈ X ,
while∫ ∞

−∞
eγ|t|‖F (t;x)‖ dt ≤

[∫ ∞

−∞
e−2(δ−γ)|t| dt

]1/2 [∫ ∞

−∞
e2δ|t|‖F (t;x)‖2 dt

]1/2

≤ max(Mδ,M−δ)√
δ − γ

[∫ ∞

−∞
e2δ|t|‖E(t;S0)x‖2 dt

]1/2

≤ max(Mδ,M−δ)√
δ − γ

M√
c− δ

‖x‖ def= µ‖x‖.

Since
F (t;x) = E(t;S0)x−

∫ ∞

−∞
F (t− τ ; ΓE(τ ;S0))xdτ,

we can use the iteration argument in the second part of the proof of Theorem 2.12
and prove that

‖F (t;x)‖ ≤ cM‖x‖√
c(c− 2µ‖Γ‖) e

−|t|
√
c(c−2µ‖Γ‖), t ∈ R a.e.

Then Theorem 1.7 implies that S is exponentially dichotomous. �



Chapter 3

Abstract Cauchy Problems

If S(X → X) is the infinitesimal generator of a strongly continuous semigroup on
a complex Banach space, the literature about such an S abounds with results on
the existence of a unique solution of the Cauchy problem{

u′(t) = Su(t) + f(t), t ∈ R
+,

u(0+) = x0.

In this chapter we study the existence and uniqueness of classical, weak, and mild
solutions to the Cauchy problem{

u′(t) = Su(t) + f(t), 0 �= t ∈ R,

u(0+) − u(0−) = x0,

where now S is an exponentially dichotomous operator. Furthermore, we charac-
terize exponentially dichotomous operators as to their ability to lead to uniquely
solvable Cauchy problems.

3.1 The abstract Cauchy problem

In this section we discuss the existence and uniqueness of classical, weak, and mild
solutions of the inhomogeneous Cauchy problem generated by a closed and densely
defined linear operator S(X → X). First we consider the case in which S is the
infinitesimal generator of a strongly continuous semigroup. Next, we assume S to
be exponentially dichotomous.

3.1.1 Involving semigroup generators

If S is the infinitesimal generator of a strongly continuous semigroup on a complex
Banach space X , then there is extensive theory on abstract Cauchy problems of
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the type

u′(t) = Su(t) + f(t), t ∈ (0, T ), (3.1a)

u(0+) = x0, (3.1b)

where T > 0. From the formal point of view, we can write (3.1) in the form

u(t) = etSx0 +
∫ t

0

e(t−τ)Sf(τ) dτ, t ∈ [0, T ], (3.2)

which is the so-called variation of constants formula. If f ∈ L1((0, T );X), we call
u ∈ C([0, T ];X) a mild solution of (3.1) if it is given by (3.2). A vector function
u : [0, T ) → X is called a classical solution of (3.1) if it is continuous on [0, T ),
is continuously differentiable on (0, T ), its values for t ∈ (0, T ) belong to D(S),
and (3.1) is satisfied for every t ∈ (0, T ). If f ∈ L1([0, T ];X), then (3.1) has at
most one classical solution and this solution is given by (3.2). Finally, by a weak
solution of (3.1) we mean a vector function u ∈ C([0, T ];X) such that (3.1b) holds
and for every ϕ ∈ D(S∗) the function 〈u(·), ϕ〉 is absolutely continuous on [0, T ]
and

d

dt
〈u(t), ϕ〉 = 〈u(t), S∗ϕ〉 + 〈f(t), ϕ〉 a.e. on [0, T ].

In [127] the connections between classical and mild solutions and the special situ-
ation of having an analytic semigroup generator are discussed in detail. For weak
solutions we refer to [11].

In fact, we have the following result ([11] for the weak case and [127, 103] for
the classical case).

Theorem 3.1. Let S be the infinitesimal generator on a strongly continuous semi-
group on the complex Banach space X and let f ∈ L1((0, T );X). Then for every
x0 ∈ X there exists a unique weak solution of the Cauchy problem (3.1) and this
solution is mild. If in addition x0 ∈ D(S) and f : [0, T ] → X is strongly continu-
ously differentiable, then this solution is classical.

If S generates an analytic semigroup on X , then it is sufficient to require
x0 ∈ X and ‖f(t) − f(s)‖X ≤ L|t − s|ε for some ε ∈ (0, 1] and all t, s ∈ [0, T ],
for the Cauchy problem (3.1) to have a classical solution [103, Theorem IX 1.27].
More detailed information on the Cauchy problem (3.1) with S the infinitesimal
generator of an analytic semigroup can be found in [127, 118].

3.1.2 Involving exponentially dichotomous operators

If S is an exponentially dichotomous operator on a complex Banach space X , the
natural generalization of the variation of constants formula (3.2) is as follows:

u(t) = E(t;S)x0 +
∫ T1

−T2

E(t− τ ;S)f(τ) dτ, t ∈ [−T2, T1], (3.3)
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where T1, T2 > 0 and f ∈ L1((−T2, T1);X). By differentiating (3.3) with total
disregard of differentiability issues, we obtain the natural generalization of the
abstract Cauchy problem (3.1), namely

u′(t) = Su(t) + f(t), 0 �= t ∈ (−T2, T1), (3.4a)

u(0+) − u(0−) = x0, (3.4b)

where T1, T2 > 0.
As in the semigroup case, we now define various types of solutions of (3.4).

Given f ∈ L1((−T2, T1);X), by a mild solution of (3.4) we mean the vector func-
tion

u ∈ C([−T2, 0];X)+̇C([0, T1];X) (3.5)

given by (3.3). In particular, if u is a mild solution of (3.4), then the strong one-
sided limits u(0±) exist.

The following lemma implies the existence of a mild solution of the Cauchy
problem (3.4) if x0 ∈ X and f ∈ L1((−T2, T1);X).

Lemma 3.2. Let S be an exponentially dichotomous operator on the complex Ba-
nach space X and let f ∈ L1((−T2, T1);X). Then the vector function defined by

v(t) =
∫ T1

−T2

E(t− τ ;S)f(τ) dτ (3.6)

belongs to L1(R;X) ∩BC(R;X). Moreover, for every x0 ∈ X the vector function
u given by (3.3) is a mild solution of the Cauchy problem (3.4).

Proof. Applying Lemma 2.10 we easily prove that the vector function v defined
by (3.6) belongs to L1(R;X). Moreover, using the existence of ε > 0 such that
eε|·|E(·;S)x ∈ L1(R;X) for any x ∈ X , we can actually prove that eε|·|v ∈
L1(R;X). To prove that v ∈ BC(R;X), we first assume that f ∈ C([−T2, T1];X)
and apply the Theorem of Dominated Convergence to prove the strong continu-
ity of v; its boundedness follows trivially. In general, if f ∈ L1((−T2, T1);X), we
approximate f in the norm of L1((−T2, T1);X) by a sequence {fn}∞n=1 of vector
functions in C([−T2, T1];X) and define

vn(t) =
∫ T1

−T2

E(t− τ ;S)fn(τ) dτ. (3.7)

Then vn ∈ L1(R;X) ∩BC(R;X) for n ∈ N. Moreover,

‖vn(t) − vm(t)‖X ≤
(

sup
0�=τ∈R

‖E(τ ;S)‖
)∫ T1

−T2

‖fn(t) − fm(t)‖X dt, (3.8)
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so that {vn(t)}∞n=1 converges in the norm of X , uniformly in t ∈ R. Lemma 2.10
implies that

‖vn − vm‖L1(R;X) ≤
(

sup
‖x‖=1

‖E(·;S)x‖L1(R;X)

)
‖fn − fm‖L1((−T2,T1);X),

so that {vn}∞n=1 converges to v in the norm of L1(R;X). Hence the vector function
v ∈ BC(R;X) ∩ L1(R;X), as claimed.

It now follows that the vector function u given by (3.3) satisfies u(t) =
E(t;S)x0 + v(t) for 0 �= t ∈ R as well as (3.4b). Therefore u is a mild solution of
the Cauchy problem (3.4). �

A vector function u satisfying (3.5) is called a classical solution of (3.4) if it
is continuously differentiable on (−T2, 0) ∪ (0, T1), u(t) ∈ D(S) for t ∈ (−T2, 0) ∪
(0, T1), and (3.4) is satisfied. We call a vector function u satisfying (3.5) (and
hence having strong one-sided limits u(0±)) a weak solution of (3.4) if for every
φ ∈ D(S∗) the function 〈u(·), φ〉 is absolutely continuous on [−T2, T1], the jump
condition (3.4b) holds, and

d

dt
〈u(t), φ〉 = 〈u(t), S∗φ〉 + 〈f(t), φ〉 a.e. on [−T2, T1]. (3.9)

Evidently, if T1 = T , S is an infinitesimal generator of a strongly continuous
exponentially decaying semigroup on X , and u(t) = 0 for −T2 < t < 0, we
obtain the various definitions of solutions in the semigroup case from those in the
bisemigroup case.

The next result provides necessary conditions for the existence (but not for
the uniqueness) of a weak solution and a classical solution of (3.4), respectively.

Theorem 3.3. Suppose S is an exponentially dichotomous operator on the complex
Banach space X and let f ∈ L1((−T2, T1);X). Then for every x0 ∈ X the Cauchy
problem (3.4) has a weak solution and this solution coincides with the mild solution
(3.3). If in addition x0 ∈ D(S) and f is strongly continuously differentiable in
[−T2, T1], then this solution is classical.

Proof. Let S be exponentially dichotomous on X , let x0 ∈ X , and suppose f ∈
L1((−T2, T1);X). Then the vector function u given by (3.3) is a mild solution of
the Cauchy problem (3.4). Letting ϕ ∈ D(S∗) act on (3.3) we have

〈u(t), φ〉 = 〈x0, E(t;S)∗φ〉 +
∫ T1

−T2

〈E(t− τ ;S)f(τ), φ〉 dτ, (3.10)

where 0 �= t ∈ R. Since φ ∈ D(S∗), the first term in the right-hand side of (3.10)
is differentiable for 0 �= t ∈ R and

d

dt
〈x0, E(t;S)∗φ〉 = 〈x0, S

∗E(t;S)∗φ〉 = 〈u(t), S∗φ〉, 0 �= t ∈ R.



3.1. The abstract Cauchy problem 51

Next, if f ∈ C([−T2, T1];X) and f(−T2) = f(T1) = 0, then the vector
functions

(t, τ) �→ 〈f(τ), E(t − τ ;S)∗φ〉, (t, τ) �→ 〈f(τ), E(t − τ ;S)∗S∗φ〉
are continuous on {(t, τ) ∈ R2 : ±(t− τ) ≥ 0}, while

∂

∂t
〈f(τ), E(t − τ ;S)∗φ〉 = 〈f(τ), E(t − τ ;S)∗S∗φ〉

on {(t, τ) ∈ R2 : ±(t− τ) > 0}. Considering the cases t ≤ −T2, t ∈ (−T2, T1), and
t ≥ T1 separately and writing the second term in the right-hand side of (3.10) as
the sum of the two integrals over [−T2, t] and [t, T1] when we are dealing with the
second case, we obtain

d

dt

∫ T1

−T2

〈E(t− τ ;S)f(τ), φ〉 dτ = 〈f(t), φ〉 +
∫ T1

−T2

〈f(τ), E(t − τ ;S)∗S∗φ〉 dτ

= 〈f(t), φ〉 +
∫ T1

−T2

〈E(t− τ ;S)f(τ), S∗φ〉 dτ,

which implies that the vector function u in (3.3) is a weak solution of (3.4).
Now suppose f ∈ L1((−T2, T1);X). Then we approximate f in the norm of

L1((−T2, T1);X) by a sequence {fn}∞n=1 of vector functions on [−T2, T1] satisfying
fn(−T2) = fn(T1) = 0. Then the vector functions vn defined by (3.7) satisfy (3.8),
so that vn → v in the norm of BC(R;X). Now put

un(t) = E(t;S)x0 + vn(t), 0 �= t ∈ R.

Passing to the limit in the two equalities

〈vn(t), φ〉 =
∫ T1

−T2

〈E(t − τ ;S)fn(τ), φ〉 dτ,

〈vn(t), S∗φ〉 =
∫ T1

−T2

〈E(t − τ ;S)fn(τ), φ〉 dτ,

we see that 〈u(t), φ〉 is differentiable for a.e. 0 �= t ∈ R and satisfies (3.9). Thus u
is a weak solution of the Cauchy problem (3.4).

Now let S be exponentially dichotomous on X , let x0 ∈ D(S), and let f be
continuously differentiable on [−T2, T1]. Put

u(t) = E(t;S)x0 +
∫ t+T2

t−T1

E(t− τ ;S)f(τ) dτ

= E(t;S)x0 +
∫ 0

−T2

E(τ ;S)f(t− τ) dτ +
∫ T1

0

E(τ ;S)f(t− τ) dτ,
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where 0 �= t ∈ R. Then u is strongly continuous in 0 �= t ∈ R, u has a strong jump
discontinuity in t = 0 (i.e., u(0+) − u(0−) = x0), and u − E(·;S)x0 is strongly
differentiable with derivative

d

dt
(u(t) − E(t;S)x0) =

∫ T1

−T2

E(τ ;S)f ′(t− τ) dτ.

Thus u is a classical solution of (3.4). �

In the semigroup case, weak solutions are unique [see Theorem 3.1]. Indeed,
using an argument given in [11], letting u, ũ be two weak solutions of the Cauchy
problem (3.1), put w = u− ũ. Then for φ ∈ D(S∗) we have

d

dt
〈w(t), φ〉 = 〈w(t), S∗φ〉, 0 < t < T,

while w(0+) = 0. Thus

〈w(t), φ〉 =
∫ t

0

〈w(τ), S∗φ〉 dτ =
〈∫ t

0

w(τ) dτ, S∗φ
〉
,

where the second equality follows from w ∈ C([0, T ];X). Hence, by Proposition
1.1,

∫ t
0 w(τ) dτ ∈ D(S) and S

∫ t
0 w(τ) dτ = w(t). Consequently, if we assume S to

generate a semigroup, we get w(t) ≡ 0 from w(0+) = 0 and uniqueness follows.
To deal with the (non)uniqueness of weak solutions in the bisemigroup case,

let u, ũ be two weak solutions of (3.4), and let w = u−ũ. Then w ∈ C([−T2, T1];X),
〈w(·), φ〉 is absolutely continuous, and for every φ ∈ D(S∗) we have

d

dt
〈w(t), φ〉 = 〈w(t), S∗φ〉, t ∈ [−T2, T1] a.e. (3.11)

Then

〈w(t), φ〉 − 〈w(0), φ〉 =
∫ t

0

〈w(τ), S∗φ〉 dτ =
〈∫ t

0

w(τ) dτ, S∗φ
〉
, φ ∈ D(S∗),

where the second implication follows from the strong continuity of w (with strong
jump discontinuity in t = 0). Simple examples in finite-dimensional spaces X
suffice to create examples of nonunique weak solvability of the Cauchy problem
(3.4), where w(0) is a parameter in the solution.

To make sense out of uniqueness results, we should replace (3.4) by the
Cauchy problem

u′(t) = Su(t) + f(t), 0 �= t ∈ R, (3.12a)

u(0+) − u(0−) = x0, (3.12b)
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where x0 ∈ X and f ∈ L1(R;X). If u, ũ ∈ L1(R;X) both satisfy (3.12), then
w = u − ũ ∈ L1(R;X) is strongly continuous in t ∈ R and satisfies (3.11) (with
t ∈ R) for each φ ∈ D(S∗). Applying the Laplace transform

L[w](λ) =
∫ ∞

−∞
e−λtw(t) dt,

we obtain

λ〈L[w](λ), φ〉 = 〈L[w](λ), S∗φ〉, φ ∈ D(S∗), |Reλ| ≤ ε,

for sufficiently small ε > 0. Applying Proposition 1.1 we obtain L[w](λ) ∈ D(S)
and SL[w](λ) = λL[w](λ) for sufficiently small |Reλ|, which implies L[w](λ) ≡ 0
and therefore 〈L[w](λ), φ〉 ≡ 0 for each ϕ ∈ X∗. As a result of the uniqueness
theorem for Laplace transforms [164], w = 0 and uniqueness follows. Thus, if
f ∈ L1(R;X), Eqs. (3.12) have the unique weak (and hence mild) solution

u(t) = E(t;S)x0 +
∫ ∞

−∞
E(t− τ ;S)f(τ) dτ, 0 �= t ∈ R, (3.13)

in L1(R;X), which is a classical solution if x0 ∈ D(S) and f is also bounded and
strongly continuously differentiable with bounded derivative.

3.1.3 Involving analytic bisemigroups

If S is the infinitesimal generator of an analytic semigroup, Theorem 3.1 can be
sharpened substantially [127, Sec. 4.3]. For instance, if f ∈ L1((0, T );X) and for
some α ∈ (0, 1) we have

‖f(t) − f(s)‖X ≤ CT,α|t− s|α, 0 ≤ t, s ≤ T,

then the mild solution (3.2) of (3.1) is in fact a classical solution. In this subsection
we shall extend this result to exponentially dichotomous operators generating an
analytic bisemigroup.

Theorem 3.4. Let S be the infinitesimal generator of an analytic bisemigroup on a
complex Banach space X and let f ∈ L1((−T2, T1);X). If f satisfies the additional
condition

‖f(t) − f(s)‖X ≤ const.|t− s|α, −T2 ≤ t, s ≤ T1, (3.14)

for some α ∈ (0, 1), then for every x0 ∈ X the mild solution (3.3) of the Cauchy
problem (3.4) is classical.

Proof. Consider the vector function v defined by (3.6). Then

v(t) = −S−1[E(0+;S) − E(t+ T2;S)]f(t)

+ S−1[E(0−;S) − E(t− T1;S)]f(t)

−
∫ T1

−T2

E(t− τ ;S)[f(t) − f(τ)] dτ.
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In the right-hand side the first two terms obviously belong to D(S). Using

‖SE(t;S)‖ ≤ (M/|t|) for 0 �= t ∈ R

as well as (3.14), we easily show SE(t−τ ;S)[f(t)−f(τ)] to be Bochner integrable
(with respect to the variable τ); hence, by Hille’s Lemma 1.2, also the third term
belongs to D(S).

Next, for −T2 ≤ t < s ≤ T1 we have by the analyticity of E(·;S),

v(s) − v(t)
s− t

=
∫ t+T2

0

E(s− τ + T2;S) − E(t− τ + T2;S)
s− t

f(τ − T2) dτ

+
∫ T1−s

0

E(s+ τ − T1;S) − E(t+ τ − T1;S)
s− t

f(T1 − τ) dτ

+
1

s− t

∫ s

t

[E(s− τ ;S) − E(t− τ ;S)]f(τ) dτ.

Taking the limit as s→ t+, we obtain

v′(t) =
∫ t+T2

0

SE(t− τ + T2;S)f(τ − T2) dτ

+
∫ T1−t

0

SE(t+ τ − T1;S)f(T1 − τ) dτ

=
∫ T1

−T2

SE(t− τ ;S)f(t) dτ −
∫ T1

−T2

SE(t− τ ;S)[f(t) − f(τ)] dτ

= −[E(0+;S) − E(t+ T2;S)]f(t) + [E(0−;S) − E(t− T ;S)]f(t)

−
∫ T1

−T2

SE(t− τ ;S)[f(t) − f(τ)] dτ,

where the third term vanishes in the limit as a result of the strong continuity of
f , and the differentiations of the first two terms under the integral signs can be
justified by noting that ‖SE(t;S)‖ ≤ (M/|t|) for 0 �= t ∈ R and employing (3.14).
The limit as t → s− is computed in the same way and yields the same result.
Hence, v is strongly differentiable and the mild solution (3.3) is classical. �

3.2 Characterizing exponential dichotomy

In this section we characterize exponentially dichotomous operators S in terms of
the existence of a unique Bochner integrable solution of the Cauchy problem{

u′(t) = Su(t), 0 �= t ∈ R,

u(0+) − u(0−) = x0.
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This is a direct generalization of the corresponding result characterizing infinites-
imal generators of strongly continuous semigroups in terms of weak solutions of
the corresponding Cauchy problem [11]. We shall first derive the semigroup result
given by Ball [11] and then the analogous result for exponentially dichotomous
operators.

We first prove the following characterization of semigroup generators [11].

Theorem 3.5. Let A be a closed and densely defined linear operator on a complex
Banach space X, and let T > 0. Suppose that for every x0 ∈ X there exists a
unique vector function u ∈ C([0, T ];X) such that 〈u(·), φ〉 is absolutely continuous
in (0, T ) for each φ ∈ D(A∗) and

d

dt
〈u(t), φ〉 = 〈u(t), A∗φ〉, 0 < t < T a.e., (3.15a)

u(0+) = x0. (3.15b)

Then A generates a strongly continuous semigroup on X.

Proof. Using, inductively, u(nT ) as initial data in the Cauchy problem (3.15)
(translated to the interval (nT, (n + 1)T )) we construct a unique weak solution
of (3.15) for any T > 0 and not just for the value of T given in the statement of
Theorem 3.5. We may therefore assume, for any x0 ∈ X , the existence of a unique
strongly continuous vector function u : [0,∞) → X such that u(0) = x0 and,
for any φ ∈ D(A∗), 〈u(·), φ〉 is absolutely continuous in R+ with a.e. derivative
〈u(·), A∗φ〉 ∈ L1

loc(R
+).

For 0 < t1 < t2 < +∞ and φ ∈ D(A∗) we obtain by integrating (3.15a)

〈u(t2), φ〉 − 〈u(t1), φ〉 =
∫ t2

t1

〈u(τ), A∗φ〉dτ =
〈∫ t2

t1

u(τ) dτ,A∗φ
〉
,

where we have used that u ∈ C([t1, t2];X). Since in fact u ∈ C([0, T ];X) for any
T > 0, we can extend this identity to 0 ≤ t1 < t2 < +∞, provided we let u(0)
stand for x0. By Proposition 1.1, we then conclude that

∫ t2
t1
u(τ) dτ ∈ D(A) and

u(t2) − u(t1) = A

∫ t2

t1

u(τ) dτ, 0 ≤ t1 < t2 <∞.

As a result, for every t ∈ [0,∞) there exists a linear operator E(t) such that
E(t)x0 = u(t). Because u : [0,∞) → X is continuous for every u0 ∈ X , {E(t)}t≥0

is a strongly continuous semigroup on X .
Let B(X → X) be the infinitesimal generator of this semigroup. Since

d

dt
〈E(t)u0, φ〉 = 〈Bu0, φ〉 = 〈u0, A

∗φ〉, t > 0,

for any u0 ∈ D(B), we have, by Proposition 1.1, u0 ∈ D(A) and Bu0 = Au0 for
each u0 ∈ D(B). Thus D(B) ⊂ D(A). It remains to prove that D(A) ⊂ D(B).
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Let x ∈ D(A). Since for each t > 0 and φ ∈ D(A∗) we have〈∫ t

0

E(τ)xdτ, φ
〉

=
∫ t

0

〈E(τ)x, φ〉 dτ = [〈E(τ)x, φ〉]tτ=0 = 〈E(t)x − x, φ〉,

we have
∫ t
0
E(τ)xdτ ∈ D(A) and

A

∫ t

0

E(τ)xdτ = E(t)x− x.

In the same way we prove that
∫ t
0
E(τ)Axdτ ∈ D(A) and

A

∫ t

0

E(τ)Axdτ = E(t)Ax− Ax.

Now consider the vector function

z(t) =
∫ t

0

E(τ)Axdτ −A

∫ t

0

E(τ)xdτ.

Then z(0) = 0 and

d

dt
〈z(t), φ〉 = 〈z(t), A∗φ〉, t > 0,

where φ ∈ D(A∗). Thus z is a weak solution of the Cauchy problem (3.15) with
zero initial condition and hence vanishes identically. Consequently,∫ t

0

E(τ)Axdτ = A

∫ t

0

E(τ)xdτ, t > 0.

Hence
1
t

[E(t)x− x] =
1
t
A

∫ t

0

E(τ)xdτ =
1
t

∫ t

0

E(τ)Axdτ

tends to Ax strongly as t → 0+. As a result, x ∈ D(B) and Bx = Ax. We have thus
proved that D(A) = D(B) and that A and B coincide on their joint domain. We
may thus conclude that A is the infinitesimal generator of the semigroup {E(t)}t≥0

on X . �

We now state and prove the main result of this section.

Theorem 3.6. Let S be a closed and densely defined linear operator on a complex
Banach space X such that {λ ∈ C : Reλ = 0} ⊂ ρ(S). For each x0 ∈ X let
u ∈ [BC(R−;X)+̇BC(R+;X)] ∩ L1(R;X) be a unique vector function such that
〈u(·), φ〉 is absolutely continuous in R \ {0} for each φ ∈ D(S∗) and

d

dt
〈u(t), φ〉 = 〈u(t), S∗φ〉, 0 �= t ∈ R a.e., (3.16a)

u(0+) − u(0−) = x0. (3.16b)

Then S is exponentially dichotomous.
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Proof. Applying the Laplace transform for Reλ = 0, we obtain from (3.16a),

−〈x0, φ〉 + λ〈L[u](λ), φ〉 = 〈L[u](λ), S∗φ〉, φ ∈ D(S∗).

Then Proposition 1.1 implies that for Reλ = 0 the vector L[u](λ) ∈ D(S) and

(λ− S)L[u](λ) = x0.

Thus there exists E : R×X → X such that E(·, x0) ∈ L1(R;X) for every x0 ∈ X
and

u(t) = E(t, x0), 0 �= t ∈ R.

Hence, for every x0 ∈ X we have∫ ∞

−∞
e−λτE(τ, x0) dτ = (λ− S)−1x0, Reλ = 0. (3.17)

Moreover, for each x0 ∈ X we have

E(·, x0) ∈
[
BC(R−;X)+̇BC(R+;X)

] ∩ L1(R;X).

Now note that for each φ ∈ D(S∗) and Reλ = 0,

e−λt〈u(t), φ〉 = −
∫ ∞

t

〈e−λτu(τ), S∗φ〉dτ + λ

∫ ∞

t

〈e−λτu(τ), φ〉dτ

= −
〈∫ ∞

t

e−λτu(τ) dτ, S∗φ
〉

+ λ

〈∫ ∞

t

e−λτu(τ) dτ, φ
〉

for t > 0 and t = 0+, and

e−λt〈u(t), φ〉 =
∫ t

−∞
e−λτ 〈u(τ), S∗φ〉dτ − λ

∫ t

−∞
e−λτ 〈u(τ), φ〉dτ

=
〈∫ t

−∞
e−λτu(τ) dτ, S∗φ

〉
− λ

〈∫ t

−∞
e−λτu(τ) dτ, φ

〉

for t < 0 and t = 0−. Hence, by Proposition 1.1,
∫∞
t u(τ) dτ ∈ D(S) and

S

∫ ∞

t

e−λτu(τ) dτ = −e−λtu(t) + λ

∫ ∞

t

e−λτu(τ) dτ, t > 0 and t = 0+,

and
∫ t
−∞ u(τ) dτ ∈ D(S) and

S

∫ t

−∞
e−λτu(τ) dτ = e−λtu(t) + λ

∫ t

−∞
e−λτu(τ) dτ, t < 0 and t = 0−.
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Consequently,

(λ− S)−1u(t) = +
∫ ∞

t

eλ(t−τ)u(τ) dτ, t > 0 and t = 0+, (3.18a)

(λ− S)−1u(t) = −
∫ t

−∞
eλ(t−τ)u(τ) dτ, t < 0 and t = 0−, (3.18b)

where Reλ = 0. Obviously, (3.18a) holds for Reλ ≥ 0 and (3.18b) for Reλ ≤ 0.
For each x0 ∈ X we define the (not necessarily closed) linear subspaces

X+ = {x0 ∈ X : E(0−, x0) = 0}={x0 ∈ X : E(0+, x0) = x0},
X− = {x0 ∈ X : E(0+, x0) = 0}={x0 ∈ X : E(0−, x0) = −x0}.

Then uniqueness implies that X+ ∩X− = {0}, while the jump condition (3.16b)
implies X+ +X− = X . Writing P± for the (not necessarily bounded) projections
of X onto X± along X∓, we obtain from (3.18)

(λ− S)−1P+x0 = +
∫ ∞

0

eλ(t−τ)E(τ, x0) dτ, (3.19a)

(λ − S)−1P−x0 = −
∫ 0

−∞
eλ(t−τ)E(τ, x0) dτ, (3.19b)

where Reλ = 0 and x0 ∈ X . Since S−1 is injective, we see from (3.19) that

X+ =
{
x0 ∈ X :

∫ 0

−∞
E(τ, x0) dτ = 0

}
, (3.20a)

X− =
{
x0 ∈ X :

∫ ∞

0

E(τ, x0) dτ = 0
}
. (3.20b)

Let us now prove that F : X → L1(R;X) defined by Fx0 = E(·, x0) is
bounded. Indeed, let {xn}∞n=1 be a sequence in X , let x ∈ X , and let g ∈ L1(R;X)
such that ‖xn − x‖X → 0 and ‖Fxn − g‖L1(R;X) → 0. By (3.17) we then have∫ ∞

−∞
e−λτE(τ, xn) dτ = (λ− S)−1xn, Reλ = 0.

Taking the limit in the norm of X we get∫ ∞

−∞
e−λtg(t) dt = (λ− S)−1x, Reλ = 0.

Applying an arbitrary functional φ ∈ X∗ we obtain∫ ∞

−∞
e−λt〈g(t), φ〉 dt = 〈(λ− S)−1x, φ〉, Reλ = 0.
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By the uniqueness of the Laplace transform [164], we have

〈g(t), φ〉 = 〈E(t, x), φ〉

for a.e. t ∈ R and each g ∈ L1(R;X). Thus g(t) = E(t, x) for a.e. t ∈ R. By the
Closed Graph Theorem we now conclude that F is bounded.

Because of (3.20), the boundedness of F implies that X+ and X− are closed
linear subspaces of X , which implies the boundedness of the projections P±. Fur-
ther, (4.16) implies that

D(S) = [D(S) ∩X+] +̇ [D(S) ∩X−] .

We can therefore define S±(X± → X±) as the restrictions of S to X± with dense
domains D(S) ∩X±, resulting in closed and densely defined linear operators S±
on X±. Then for any u0 ∈ X± the Cauchy problems{

u′(t) = ±S±u(t), t > 0,
u(0+) = u0,

have a unique weak solution in the following sense:

1) u : [0,∞) → X± is strongly continuous,
2) for any φ ∈ D(S∗

±) the function 〈u(·), φ〉 is absolutely continuous in R+ and
has as its a.e. derivative ±〈u(·), S∗±φ〉, and

3) u(0+) = u0.

As a result of Theorem 3.5, ±S± generates a strongly continuous semigroup on
X±. Moreover, we have ∫ ∞

0

∥∥e±tS±u0

∥∥
X±

dt <∞,

irrespective of the choice of u0 ∈ X±. According to Theorem 1.4, either semigroup
is exponentially decreasing. Putting

E(t;S)x0 =

{
etS+P+x0, t > 0,

−etS−P−x0, t < 0,

we see that E(t, S)x0 = E(t, x0) for any 0 �= t ∈ R, while there exists ε > 0 such
that for each x0 ∈ X and 0 �= t ∈ R,

‖E(t, S)x0‖ ≤ const.e−ε|t|‖x0‖.

Consequently, as a result of Theorem 1.7 we conclude that S is exponentially
dichotomous, as claimed. �





Chapter 4

Riccati Equations and
Wiener-Hopf Factorization

In this chapter we connect bounded additive exponentially dichotomous pertur-
bations S of an exponentially dichotomous operator S0 to left and right canonical
Wiener-Hopf factorizations of the fractional linear function

W (λ) = (λ − S0)−1(λ− S).

In fact, we prove the so-called triple equivalence of (i) canonical factorizability,
(ii) a decomposition of the underlying Banach space X of the type

ImE(0±;S0)+̇ImE(0∓;S) = X,

and (iii) the unique solvability of a vector-valued Wiener-Hopf equation with con-
volution kernel E(·;S0)Γ, where Γ = S−S0. In particular, if S0 and S are written
in block matrix form with respect to the decomposition induced by the separating
projection of S0 and the bounded additive perturbation Γ is off-diagonal with re-
spect to this decomposition, we convert the equivalent statements derived into an
existence result for certain solutions of Riccati equations in L(X). We conclude
this chapter with perturbation results on the solutions of these Riccati equations.

4.1 Canonical factorization and perturbation

In this section we define left and right (quasi-)canonical factorizations of operator
functions on the imaginary line and prove the equivalence between the existence
of a (quasi-)canonical factorization, a certain decomposition of the underlying
Banach space, and the unique solvability of a vector-valued Wiener-Hopf equation.
This will be done both for Bochner and Pettis integrable convolution kernels, the
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latter only in a Hilbert space setting. We pay particular attention to operator
functions close to the identity and operator functions with positive definite real
part.

The literature abounds with mathematical models in which the so-called
triple equivalence between

(i) canonical factorizability,

(ii) direct sum decomposition, and
(iii) unique solvability of a vector-valued Wiener-Hopf equation,

comes to the fore. This triple equivalence is already implicit in the various the-
ories of characteristic operator functions and operator models ([36, 37, 150] and
references therein), although the selfadjointness or unitarity of the operator func-
tions involved tends to obscure the basic principle. In linear systems theory the
triple equivalence models cascade decomposition of a continuous time noncausal
linear system into a causal and an anticausal system, irrespective of whether we
deal with finite-dimensional systems [15, 16, 95, 18], infinite-dimensional systems
with bounded input and output operators [17], or Pritchard-Salamon systems [97].
Commonly, in linear systems theory the time evolution of the linear system in
state space is governed by a hyperbolic semigroup, where the absence of imag-
inary eigenvalues of the infinitesimal generator leads to the triple equivalence
[52, 148, 143, 13, 51]. Another area involving triple equivalence is the study of
abstract kinetic equations [152, 77]. In this section we link triple equivalence more
explicitly to exponential dichotomy in arbitrary complex Banach spaces [134].

4.1.1 Canonical factorization

Let Y be a complex Banach space. Suppose W is an operator function defined on
the extended imaginary line with values in L(Y ), which is continuous in the norm
on iR and strongly continuous at ±i∞. Then

W (λ) = Wl(λ)Wr(λ), λ ∈ iR ∪ {i∞}, (4.1)

is called a left quasi-canonical factorization of W with respect to the imaginary
line if:

1. Wl and Wr extend to operator functions that are continuous in the norm on
the left and right closed half-planes (excluding ∞), analytic on the left and
right open half-planes, and strongly continuous on the left and right closed
half-planes (including ∞), respectively.

2. Wl(λ) and Wr(λ) have bounded inverses for all λ in the closed left and right
half-planes (including ∞), respectively.

3. Wl(·)−1 and Wr(·)−1 are strongly continuous on the left and right closed
half-planes (including ∞), respectively.
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A factorization of W of the form

W (λ) = Wr(λ)Wl(λ), λ ∈ iR ∪ {i∞}, (4.2)

where the factors Wl and Wr have the properties 1–3 stated above, is called a
right quasi-canonical factorization of W with respect to the imaginary line. If W is
assumed continuous in the norm on the extended imaginary line and the continuity
conditions in 1–3 hold with respect to the norm topology instead of the strong
operator topology (thus making obsolete condition 3), the above factorizations are
called left and right canonical.

We failed to find the following useful result in the literature. It is not known
if it holds in a general Banach space setting. We restrict ourselves to left canon-
ical factorization, though the analogous result for right canonical factorization is
equally true.

Proposition 4.1. Let X be a complex Hilbert space, and suppose the operator func-
tion defined by

W (λ) = IX +
∫ ∞

−∞
e−λtF (t) dt, λ ∈ iR ∪ {∞},

with F ∈ L1(R;L(X)), has a left canonical factorization of the form (4.1). Then
there exist an invertible operator G ∈ L(X) and operator functions δl, δr, γl, γr ∈
L1(R+;L(X)) such that

Wr(λ) = G

[
IX +

∫ ∞

0

e−λtδr(t) dt
]
,

Wl(λ) =
[
IX +

∫ 0

−∞
e−λtδl(−t) dt

]
G−1,

Wr(λ)−1 =
[
IX +

∫ ∞

0

e−λtγr(t) dt
]
G−1,

Wl(λ)−1 = G

[
IX +

∫ 0

−∞
e−λtγl(−t) dt

]
.

Proof. With no loss of generality we assume that Wl(±∞) = IX and Wr(±i∞) =
IX . For every δ > 0 there exist W̃l and W̃r such that

W̃r(λ)−1 = IX +
∫ ∞

0

e−λtγ̃r(t) dt,

W̃l(λ)−1 = IX +
∫ 0

−∞
e−λtγ̃l(−t) dt,

for certain γ̃l, γ̃r ∈ L1(R+;L(X)) and

sup
λ∈R

(
‖Wl(λ)−1 − W̃l(λ)−1‖ + ‖Wl(λ)−1 − W̃l(λ)−1‖

)
< δ.
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Put Z(λ) = W̃l(λ)−1W (λ)W̃r(λ)−1. Then there exists z ∈ L1(R;L(X)) such that

Z(λ) = IX +
∫ ∞

−∞
e−λtz(t) dt,

while
sup
λ∈iR

‖Z(λ) − IX‖ < δM(M + δ) +M2δ,

where M exceeds ‖W (λ)‖, ‖Wl(λ)−1‖, and ‖Wr(λ)−1‖ for any λ ∈ iR. Choosing
0 < δ < −M + (M2 +M−1)1/2, we obtain

sup
λ∈iR

‖Z(λ) − IX‖ < 1.

A well-known result by Gohberg and Leiterer [75] on the canonical factorizability
of operator functions on the circle or line differing from the identity by less than
1 in the supremum norm (applicable because X is a complex Hilbert space) then
implies the existence of zr, zl, wr, wl ∈ L1(R+;L(X)) such that

Zr(λ) = IX +
∫ ∞

0

e−λtzr(t) dt,

Zl(λ) = IX +
∫ 0

−∞
e−λtzl(−t) dt,

Zr(λ)−1 = IX +
∫ ∞

0

e−λtwr(t) dt,

Zl(λ)−1 = IX +
∫ 0

−∞
e−λtwl(−t) dt,

while
Z(λ) = Zl(λ)Zr(λ), λ ∈ iR ∪ {∞}.

Then Wl = W̃lZl and Wr = ZrW̃r lead to a factorization as described in the
statement of this proposition. �

4.1.2 When perturbations lead to Bochner integrable kernels

Suppose that E(·;S0)Γ ∈ L1(R;L(X)), which is the case if (1) Γ is a compact
operator (cf. Subsection 2.2.1), or if (2) E(·;S0) is analytic (cf. Subsection 2.2.2),
or if (3) E(·;S0) is immediately norm continuous (cf. Subsection 2.2.3). In these
cases the operator of convolution by E(·;S0)Γ from the left, i.e.,

(Tψ)(t) =
∫ ∞

−∞
E(t− s;S0)Γψ(s) ds, (4.3)

is bounded on any of the Banach function spaces

Lp(R;X) (1 ≤ p <∞), BC(R;X), and BC(R−;X)+̇BC(R+;X).
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We call these Banach function spaces allowable and denote them by E(R;X).
The term “allowable” is also used for the spaces Lp(R±;X) (1 ≤ p < ∞) and
BC(R±;X).

We first need the following crucial lemma.

Lemma 4.2. Let S0 be exponentially dichotomous on the complex Banach space X.
Then the operator L defined by

(Lψ)(t) =
∫ ∞

−∞
E(t− s;S0)ψ(s) ds

is bounded on the Banach function spaces Lp(R;X) (1 ≤ p <∞), BC(R;X), and
BC(R−;X)+̇BC(R+;X).

Observe that Lemma 4.2 on L1(R;X) is immediate from Lemma 2.10.

Proof. For each t ∈ R the function s �→ E(t− s;S0)χ(s) is strongly measurable if
χ is an X-valued simple function. In this case we easily show that Lχ ∈ Lp(R;X)
(1 ≤ p ≤ ∞) and

‖Lχ‖Lp(R;X) ≤ C‖χ‖Lp(R;X), (4.4)

where C = const.
∫∞
−∞ e−r|t| dt. Here ‖E(t;S0)‖ ≤ const.e−r|t| for 0 �= t ∈ R. Using

the density of the simple X-valued functions, we obtain Lemma 4.2 for Lp(R;X)
(1 ≤ p <∞), but not for L∞(R;X).

Now observe that the integral in (4.4) is a Bochner integral if the vector func-
tion χ ∈ BC(R−;X)+̇BC(R+;X). Using the Dominated Convergence Theorem
we then easily prove that Lχ ∈ BC(R−;X)+̇BC(R+;X). �

The following two results have been proved in their present form in [134].

Theorem 4.3. Let S0 be an exponentially dichotomous operator on a complex Ba-
nach space X, let Γ ∈ L(X), and let E(·;S0)Γ ∈ L1(R;L(X)). Suppose S = S0+Γ
satisfies {λ ∈ C : |Reλ| ≤ ε} ⊂ ρ(S) for some ε > 0. Then the following state-
ments are equivalent:

(a) The operator function

W (λ) = (λ− S0)−1(λ− S) = IX − (λ− S0)−1Γ, |Reλ| ≤ ε, (4.5)

has a left canonical factorization with respect to the imaginary axis of the
form (4.1), where for certain γl, γr ∈ L1(R+;L(X)),

Wr(λ)−1 = IX +
∫ ∞

0

e−λtγr(t) dt, (4.6a)

Wl(λ)−1 = IX +
∫ 0

−∞
e−λtγl(−t) dt. (4.6b)
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(b) We have the decomposition

ImE(0+;S)+̇ImE(0−;S0) = X. (4.7)

(c) For some (and hence every) allowable E(R+;X), the vector-valued Wiener-
Hopf equation

φ(t) −
∫ ∞

0

E(t− s;S0)Γφ(s) ds = g(t), t ∈ R
+, (4.8)

is uniquely solvable in E(R+;X) for any g ∈ E(R+;X).
(d) For some (and hence every) allowable E(R+;X), the vector-valued Wiener-

Hopf equation

ψ(t) −
∫ ∞

0

ΓE(t− s;S0)ψ(s) ds = h(t), t ∈ R
+, (4.9)

is uniquely solvable in E(R+;X) for any h ∈ E(R+;X).
(e) Consider Γ1 ∈ L(X0, X) and Γ2 ∈ L(X,X0) such that Γ = Γ1Γ2. Then for

some (and hence every) allowable E(R+;X), the vector-valued Wiener-Hopf
equation

ϕ(t) −
∫ ∞

0

Γ2E(t− s;S0)Γ1ϕ(s) ds = f(t), t ∈ R
+, (4.10)

is uniquely solvable in E(R+;X0) for any f ∈ E(R+;X0).

According to Proposition 4.1, the conditions (4.6) on the inverses of the
factors in the left canonical factorization are redundant if X is a complex Hilbert
space.

Proof. Note that under the above hypotheses S is exponentially dichotomous.
(c) ⇐⇒ (d) ⇐⇒ (e) It follows immediately from Lemma 4.2 that the op-

erator L+ defined by

(L+ψ)(t) =
∫ ∞

0

E(t− s;S0)ψ(s) ds

is bounded on all of the allowable Banach function spaces E(R+;X). Moreover,
(4.8)-(4.10) can be written in the concise form

φ− L+Γφ = g,

ψ − ΓL+ψ = h,

ϕ− Γ2L+Γ1ϕ = f.

It is then immediate that all three equations are uniquely solvable on the analogous
allowable Banach function space if at least one is.
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(b) =⇒ (a) Suppose (4.7) is true and let Π denote the projection of X onto
ImE(0+;S) along ImE(0−;S0). Then standard methods [15, 19, 95, 18] or mere
inspection imply that

W (λ) =
[
IX − (λ − S0)−1(I − Π)Γ

] [
IX − Π(λ− S0)−1Γ

]
, (4.11)

where [
IX − (λ− S0)−1(I − Π)Γ

]−1
= IX + (I − Π)(λ − S)−1Γ, (4.12a)[

IX − Π(λ − S0)−1Γ
]−1

= IX + (λ− S)−1ΠΓ, (4.12b)

is a left canonical factorization of W with respect to the imaginary line.
(a) =⇒ (c) Suppose the operator function W defined by (4.5) has a left

canonical factorization W = WlWr with respect to the imaginary axis, where
there exist γl, γr ∈ L1(R+;L(X)) such that (4.6) hold. Then standard methods
(cf. [72], [68, Sec. I.8], [69, Ch. XIII]) show that

φ(t) = g(t) +
∫ ∞

0

γ(t, s)g(s) ds,

where

γ(t, s) =




γr(t− s) +
∫ s

0

γr(t− τ)γl(s− τ) dτ, 0 ≤ s < t <∞,

γl(s− t) +
∫ t

0

γr(t− τ)γl(s− τ) dτ, 0 ≤ t < s <∞,

is the unique solution of (4.8) in Lp(R+;X) for each g ∈ Lp(R+;X) (1 ≤ p ≤ ∞).
This solution belongs to BC(R+;X) whenever g ∈ BC(R+;X).

(c) =⇒ (b) Suppose (4.8) has a unique solution φ ∈ BC(R+;X) for each
g ∈ BC(R+;X). Let φ(·, x) be this solution if g(t) = E(t;S0)x, given x ∈ X . For
t > 0 and u ≥ 0 we now compute

φ(t+ u, x) −
∫ ∞

0

E(t− s;S0)Γφ(s+ u, x) ds

= φ(t+ u, x) −
∫ ∞

u

E(t+ u− s;S0)Γφ(s, x) ds

= E(t+ u;S0)x+
∫ u

0

E(t+ u− s;S0)Γφ(s, x) ds

= E(t;S0)
[
E(u;S0)x+

∫ u

0

E(u− s;S0)Γφ(s, x) ds
]

= E(t;S0)
[
E(u;S0)x+

∫ ∞

0

E(u− s;S0)Γφ(s, x) ds
]

= E(t;S0)φ(u, x),
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where the penultimate transition follows from E(t;S0)E(u;S0) = 0 whenever tu <
0. Hence, we have derived the product rule

φ(t+ u, x) = φ(t, φ(u, x)), t, u ∈ R
+, x ∈ X.

Letting Π stand for the linear operator defined by Πx = φ(0+, x) for x ∈ X , we
find from the product rule that Π is a bounded projection on X whose kernel
coincides with ImE(0−;S0).

If y ∈ D(S) = D(S0) (so that E(t;S)y ∈ D(S)), we compute for t > 0,

E(t;S)y −
∫ ∞

0

E(t− s;S0)ΓE(s;S)y ds

= E(t;S)y −
(∫ t

0

+
∫ ∞

t

)
∂

∂s
{E(t− s;S0)E(s;S)y} ds

= E(t;S)y − E(0+;S0)E(t;S)y + E(0−;S0)E(t;S)y + E(t;S0)E(0+;S)y

= E(t;S0)E(0+;S)y.

Hence for all y ∈ D(S0) = D(S) we have

φ(t, E(0+;S)y) = E(t;S)y.

By continuous extension we then get ImE(0+;S) ⊂ Im Π.
It remains to prove that Im Π ⊂ ImE(0+;S). For z ∈ D(S∗) (⊂ X∗, the dual

space of X), we easily get

d

dt
〈φ(t, x), z〉 = 〈φ(t, x), S∗

0z〉 + 〈Γφ(t, x), z〉 = 〈φ(t, x), S∗z〉.

Consequently,

0 =
∫ ∞

0

e−λt
{
d

dt
〈φ(t, x), z〉 − 〈φ(t, x), S∗z〉

}
dt

=
[
e−λt〈φ(t, x), z〉]∞

t=0
+
∫ ∞

0

e−λt〈φ(t, x), (λ − S∗)z〉dt

= −〈Πx, z〉 + 〈φ̂(λ, x), (λ − S∗)z〉,

where φ̂(λ, x) is the Laplace transform of φ(·, x). Since S is closed and densely
defined, by Proposition 1.1 it follows that φ̂(λ, x) ∈ D(S) and

Πx = (λ− S)φ̂(λ, x),

whence
φ̂(λ, x) = (λ− S)−1Πx, Reλ < 0.

Because S is exponentially dichotomous, the last equality implies that Πx ∈
ImE(0+;S), as claimed. �
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The following theorem can be proved analogously.

Theorem 4.4. Let S0 be an exponentially dichotomous operator on a complex Ba-
nach space X, let Γ ∈ L(X), and let E(·;S0)Γ ∈ L1(R;L(X)). Suppose S = S0+Γ
satisfies {λ ∈ C : |Reλ| ≤ ε} ⊂ ρ(S) for some ε > 0. Then the following state-
ments are equivalent:

(a) The operator function

W (λ) = (λ − S0)−1(λ− S) = IX − (λ− S0)−1Γ, |Reλ| ≤ ε, (4.13)

has a right canonical factorization with respect to the imaginary axis of the
form (4.2), where (4.6) is valid for certain γl, γr ∈ L1(R+;L(X)).

(b) We have the decomposition

ImE(0−;S)+̇ImE(0+;S0) = X. (4.14)

(c) For some (and hence every) allowable E(R−;X), the vector-valued Wiener-
Hopf equation

φ(t) −
∫ 0

−∞
E(t− s;S0)Γφ(s) ds = g(t), t ∈ R

−, (4.15)

is uniquely solvable in E(R−;X) for any g ∈ E(R−;X).

(d) For some (and hence every) allowable E(R−;X), the vector-valued Wiener-
Hopf equation

ψ(t) −
∫ 0

−∞
ΓE(t− s;S0)ψ(s) ds = h(t), t ∈ R

−, (4.16)

is uniquely solvable in E(R−;X) for any h ∈ E(R−;X).

(e) Consider Γ1 ∈ L(X0, X) and Γ2 ∈ L(X,X0) such that Γ = Γ1Γ2. Then for
some (and hence every) allowable E(R−;X), the vector-valued Wiener-Hopf
equation

ϕ(t) −
∫ 0

−∞
Γ2E(t− s;S0)Γ1ϕ(s) ds = f(t), t ∈ R

−, (4.17)

is uniquely solvable in E(R−;X0) for any f ∈ E(R−;X0).

Corollary 4.5. Let S0 be an exponentially dichotomous operator on a complex
Hilbert space X, let Γ ∈ L(X), and let E(·;S0)Γ ∈ L1(R;L(X)). Suppose S =
S0 + Γ satisfies {λ ∈ C : |Reλ| ≤ ε} ⊂ ρ(S) for some ε > 0. Suppose that for
some complex Hilbert space X0 and certain Γ1 ∈ L(X,X0) and Γ2 ∈ L(X0, X)
with Γ = Γ1Γ2 one of the following statements is true:
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1. We have
sup

Reλ=0
‖Γ2(λ− S0)−1Γ1‖L(X) < 1. (4.18)

2. There exists δ > 0 such that

〈[IX0 + Γ2(λ− S0)−1Γ1

]
x, x〉 ≥ δ‖x‖2 (4.19)

for each x ∈ X0.

Then every single one of the following statements is true:

(a) The operator function W in (4.5) has a left and a right canonical factorization
with respect to the imaginary axis.

(b) We have both of the decompositions (4.7) and (4.14).
(c) For some (and hence every) allowable function space E(R±;X), the vector-

valued Wiener-Hopf equation (4.8) ((4.15), respectively) has a unique solution
in E(R±;X) for any g ∈ E(R±;X).

(d) For some (and hence every) allowable function space E(R±;X), the vector-
valued Wiener-Hopf equation (4.9) ((4.16), respectively) has a unique solution
in E(R±;X) for any h ∈ E(R±;X).

(e) For some (and hence every) allowable function space E(R±;X0), the vector-
valued Wiener-Hopf equation (4.10) ((4.17), respectively) has a unique solu-
tion in E(R±;X0) for any f ∈ E(R±;X0).

Because of Proposition 4.1 we can state condition (a) in the present rather
elementary form.

Proof. It suffices to prove part (e) for p = 2. Because of the unitarity of the
Fourier transform it is easy to see that on L2(R±;X0) the norms of the convolution
operators in (4.10) and (4.17) are bounded above by the left-hand side of (4.18)
[cf. Lemma 2.11], which implies our result. We could as well have assumed (4.19),
since this hypothesis is equivalent to the existence of a constant c > 0 for which∥∥c (IX0 + Γ2(λ− S0)−1Γ1

)− IX0

∥∥ < 1.

Then cW has a left and right canonical factorization with respect to the imaginary
line and so does W . �

4.1.3 When perturbations lead to Pettis integrable kernels

If S0 is exponentially dichotomous, Γ is bounded on a complex Banach space
X , and no additional assumptions are made, the convolution kernel E(·;S0)Γ is
generally only Pettis integrable. In this case the convolution operator T defined by
(4.3) is bounded on L2(R;X), provided X is a complex Hilbert space (cf. Lemma
2.11). In this subsection we therefore assume X to be a complex Hilbert space and
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let L2(R;X) be the only “allowable” Banach function space. In this case, since
the operator L given in the statement of Lemma 4.2 can be represented by the
diagram

L2(R;X) F−−−−→ L2(R;X)
(λ−S0)

−1

−−−−−−→ L2(R;X) F−1−−−−→ L2(R;X),

its boundedness on L2(R;X) follows from the unitarity of the Fourier transform.
Moreover, if S = S0 + Γ satisfies {λ ∈ C : |Reλ| ≤ ε} ⊂ ρ(S) for some ε > 0, then
S is exponentially dichotomous, as a result of Theorem 2.13.

We now modify Theorem 4.3 to the present framework. We omit the obvious
statements of the analogs of Theorem 4.4 and Corollary 4.5.

Theorem 4.6. Let S0 be an exponentially dichotomous operator on a complex
Hilbert space X, let Γ ∈ L(X), and let S = S0 + Γ satisfy {λ ∈ C : |Reλ| ≤
ε} ⊂ ρ(S) for some ε > 0. Then the following statements are equivalent:

(a) The operator function defined by (4.5) has a left quasi-canonical factorization
with respect to the imaginary axis of the form (4.1), where for certain γl, γr :
R+×X → X such that γl(·, x), γr(·, x) ∈ L1(R+;X) for each x ∈ X, we have
for x ∈ X,

Wr(λ)−1x = x+
∫ ∞

0

e−λtγr(t, x) dt, (4.20a)

Wl(λ)−1x = x+
∫ 0

−∞
e−λtγl(−t, x) dt. (4.20b)

(b) We have the decomposition (4.7).

(c) For any g ∈ L2(R+;X) the vector-valued Wiener-Hopf equation (4.8) is
uniquely solvable in L2(R+;X).

(d) For any h ∈ L2(R+;X) the vector-valued Wiener-Hopf equation (4.9) is
uniquely solvable in L2(R+;X).

(e) Let X0 be a complex Hilbert space, Γ1 ∈ L(X0, X), and Γ2 ∈ L(X,X0) such
that Γ = Γ1Γ2. Then for any f ∈ L2(R+;X0) the vector-valued Wiener-Hopf
equation (4.10) is uniquely solvable in L2(R+;X0).

Proof. The equivalence of (c), (d), and (e) as well as the implication (b) =⇒ (a)
can be established as in the proof of Theorem 4.3.

(a) =⇒ (c) Suppose the operator function W defined by (4.5) has a left
quasi-canonical factorizationW = WlWr with respect to the imaginary axis, where
there exist γl, γr : R+ × X → X such that for each x ∈ X the vector functions
γl(·, x) and γr(·, x) belong to L1(R+;X) and (4.20) are valid for every x ∈ X . Then
the convolution operators with convolution kernels γl(t− s, ·) and γr(t − s, ·) are
bounded on L2(R+;X) (cf. Lemma 2.11). Then (a variation of) standard methods
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(cf. [68, Sec. I.8], [69, Ch. XIII]) show that

φ(t) = g(t) +
∫ ∞

0

γ(t, s, g(s)) ds,

where

γ(t, s, x) =



γr(t− s, x) +

∫ s

0

γr(t− τ, γl(s− τ, x)) dτ, 0 ≤ s < t <∞,

γl(s− t, x) +
∫ t

0

γr(t− τ, γl(s− τ, x)) dτ, 0 ≤ t < s <∞,

is the unique solution of (4.8) in L2(R+;X).
(c) =⇒ (b) Suppose φ ∈ L2(R+;X) is the unique solution of (4.8) for g =

E(·;S0)x, where x ∈ X . Following the corresponding part of the proof of Theorem
4.3 but taking the scalar product with an arbitrary vector z ∈ X , we have

〈φ(t + u, x), z〉 −
∫ ∞

0

〈E(t− s;S0)Γφ(s + u, x), z〉 ds

= 〈φ(t + u, x), z〉 −
∫ ∞

u

〈E(t+ u− s;S0)Γφ(s, x), z〉 ds

= 〈E(t+ u;S0)x, z〉 +
∫ u

0

〈E(t+ u− s;S0)Γφ(s, x), z〉 ds

= 〈E(u;S0)x+ (P )
∫ u

0

E(u− s;S0)Γφ(s, x) ds,E(t;S0)∗z〉

= 〈E(u;S0)x+ (P )
∫ ∞

0

E(u− s;S0)Γφ(s, x) ds,E(t;S0)∗z〉
= 〈φ(u, x), E(t;S0)∗z〉 = 〈E(t;S0)φ(u, x), z〉,

which, as before, implies the product rule

φ(t+ u, x) = φ(t, φ(u, x)), t, u ∈ R
+, x ∈ X.

Letting Π stand for the linear operator defined by Πx = φ(0+, x) for x ∈ X ,
we thus find that Π is a bounded projection on X whose kernel coincides with
ImE(0−;S0).

If y ∈ D(S) = D(S0) (so that E(t;S)y ∈ D(S)), we compute, for t > 0 and
arbitrary z ∈ X ,

〈E(t;S)y, z〉 −
∫ ∞

0

〈E(t− s;S0)ΓE(s;S)y, z〉 ds

= 〈E(t;S)y, z〉 −
(∫ t

0

+
∫ ∞

t

)
∂

∂s
〈E(t− s;S0)E(s;S)y, z〉 ds

= 〈E(t;S)y, z〉 − 〈E(0+;S0)E(t;S)y, z〉 + 〈E(0−;S0)E(t;S)y, z〉
+ 〈E(t;S0)E(0+;S)y, z〉 = 〈E(t;S0)E(0+;S)y, z〉.
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Hence for all y ∈ D(S0) = D(S) we have

φ(t, E(0+;S)y) = E(t;S)y.

By continuous extension we then get ImE(0+;S) ⊂ Im Π.
The inclusion Im Π ⊂ ImE(0+;S) follows as for Theorem 4.3. �

4.2 Block operators and Riccati equations

In this section we study exponentially dichotomous operators which have the fol-
lowing representation with respect to the decomposition X = X0+̇X1 of the un-
derlying complex Banach space X :

S0 =
(−A0 0

0 A1

)
, S =

(−A0 D
Q A1

)
. (4.21)

Here −A0 and −A1 are the infinitesimal generators of exponentially decaying
strongly continuous semigroups on X0 and X1, respectively, while D : X1 → X0

and Q : X0 → X1 are bounded linear operators. We call an operator S of the form
(4.21) a block operator. We study the decompositions ImE(0±;S0)+̇ImE(0∓;S) =
X and the block operator representations of the corresponding projections to arrive
at solutions of certain algebraic Riccati equations.

The exponential dichotomy of block operators S of the type (4.21), where
X0 = X1 is a complex Hilbert space and D = Q∗ is bounded, has been studied
in [114, 115, 113], generalizing results where A0 and A1 are also assumed selfad-
joint [3]. As in the present chapter, in [113] the block operator S is considered
as a Hamiltonian operator associated with algebraic Riccati equations, but at the
expense of imposing a regularity condition and analyticity requirements on the
unperturbed bisemigroup because of the use of the expression (1.9) to construct
the separating projection.

The results obtained in [114] have been applied to certain λ-rational bound-
ary eigenvalue problems and those in [115] to the Dirac equation. In [111, 110, 112]
quadratic numerical ranges of block operators on complex Hilbert spaces are stud-
ied in detail. Block operators on complex Hilbert spaces with unbounded entries
and spectral factorization of a corresponding operator function have been studied
in [121, 4].

In linear systems theory it is well known how to employ the spectral decompo-
sition of block operators (or so-called Hamiltonian operators) to arrive at solutions
of Riccati equations [99, 52, 107, 45]. However, in most publications on the subject
the (indefinite) scalar product structure of the underlying Hilbert or Krein space
is used in a seemingly essential way to arrive at solutions of Riccati equations with
certain selfadjointness and/or positivity structures. On the other hand, the dis-
cretization of the nonlinear integral equations for the reflection and transmission
coefficients in radiative transfer in planetary atmospheres or neutron transport in
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nuclear reactors leads to Riccati equations [92, 93, 94], where the solutions satisfy
positivity requirements (in the lattice sense). Similar Riccati equations arise from
the analysis of 2-D continuous time Markov processes [80, 32, 31]. When cast in a
functional setting, the underlying Banach space is L1. In our opinion this justifies
studying Riccati equations also in a Banach space setting.

4.2.1 Riccati equations in complex Banach spaces

For the block operators S0 and S defined by (4.21) we now prove that S is expo-
nentially dichotomous if D = 0. In the same way we prove that S is exponentially
dichotomous if Q = 0. We put

ΓQ =
(

0 0
Q 0

)
. (4.22)

Lemma 4.7. Let −A0 and −A1 be the infinitesimal generators of exponentially
decaying strongly continuous semigroups on X0 and X1, respectively, and let Q ∈
L(X0, X1). Then the block operator

SQ =
(−A0 0

Q A1

)

is exponentially dichotomous on X = X0+̇X1. Moreover,

E(t;SQ)x = E(t;S0)x+
∫ ∞

−∞
E(t− τ ;S0)ΓQE(τ ;S0)xdτ. (4.23)

Proof. For |Reλ| ≤ ε we have

(λ− SQ)−1 =
(

(λ+A0)−1 0
(λ−A1)−1Q(λ+A0)−1 (λ −A1)−1

)
.

For x =
(
x0 x1

)T ∈ X we thus have

(λ− SQ)−1x =
∫ ∞

−∞
e−λtE(t;SQ)xdt,

where

E(t;SQ)x =





 e−tA0 0

−
∫ ∞

t

e(t−s)A1Qe−sA0 ds 0


 , t > 0,


 0 0

−
∫ ∞

0

e(t−s)A1Qe−sA0 ds −etA1


 , t < 0.

(4.24)
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Here the integrals have to be interpreted as the Bochner integrals∫ ∞

max(t,0)

e(t−s)A1Qe−sA0x0 ds, x0 ∈ X0.

Since either semigroup involved is exponentially decaying and strongly continu-
ous, also E(t;SQ) is exponentially decaying and strongly continuous (except for
a strong jump discontinuity at t = 0). Consequently, SQ is exponentially dichoto-
mous. Moreover, since [(λ− S0)−1ΓQ]2 = 0, we obtain

(λ− SQ)−1 =
[
IX − (λ− S0)−1ΓQ

]−1
(λ− S0)−1

=
[
IX + (λ− S0)−1ΓQ

]
(λ− S0)−1, (4.25)

and therefore (4.23) holds.
It remains to prove that eε|·|E(·;SQ)x ∈ L∞(R;X) for some ε > 0 and each

x ∈ X . Indeed, from (4.25) we get

(λ− SQ)−1x =
∫ ∞

−∞
e−λtF (t;x) dt, x ∈ X,

where

F (t;x) = E(t;S0)x+
∫ ∞

−∞
E(t− τ ;S0)ΓQE(τ ;S0)xdτ, x ∈ X.

Since eε|·|E(·;S0)x ∈ L1(R;X) for some ε > 0 and every x ∈ X , we can apply
Lemma 2.10 to prove that eε|·|F (·;x) ∈ L1(R;X) and hence that F (·;x) is strongly
measurable for every x ∈ X . From ‖E(t;S0)‖ ≤ M e−c|t| for certain c,M > 0, we
also get

‖F (t;x)‖ ≤M‖x‖
(
e−c|t| + ‖ΓQ‖

∫ ∞

−∞
e−c|t−τ |e−c|τ | dτ

)

= M‖x‖e−c|t|
(

1 +
1 + c|t|

c
‖ΓQ‖

)
,

which decays exponentially as t → ±∞. Theorem 1.7 then implies that SQ is
exponentially dichotomous. �

In the following cases the results of Chapter 2 can be used to prove that the
block operator S defined by (4.21) is exponentially dichotomous:

a. There exists ε > 0 such that

Cε
def= {λ ∈ C : |Reλ| ≤ ε} ⊂ ρ(S) (4.26)

while −A0 and −A1 generate exponentially decaying analytic (or immedi-
ately norm continuous) semigroups (cf. Theorems 2.4 and 2.5).
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b. The operator D is compact and S does not have imaginary eigenvalues. We
then easily show that (4.26) holds for some ε > 0. The exponential dichotomy
of S then follows from Lemma 4.7 and Theorem 2.3.

c. There exists ε > 0 such that (4.26) is true and (λ− S)−1 is bounded on Cε,
while X0 and X1 are complex Hilbert spaces (cf. Theorem 2.13).

It is clear that

E(0+;S0) =
(
IX0 0
0 0

)
, E(0−;S0) =

(
0 0
0 −IX1

)
. (4.27)

Further, for the operator defined by (4.24) we have

E(0+;SQ) =
(
IX0 0
−Z 0

)
, E(0−;SQ) =

(
0 0

−Z −IX1

)
,

where the linear operator Z defined by

Zx0 =
∫ ∞

0

e−tA1Qe−tA0x0 dt, x0 ∈ X0, (4.28)

satisfies the Lyapunov equation

Z[D(A0)] ⊂ D(A1), A1Z + ZA0 = Q on D(A0). (4.29)

Since the spectra of −A0 and A1 do not intersect, the Lyapunov equation (4.29)
has a unique solution [69, Theorem I.4.1] (also [135]).1

In the next theorem we relate the equivalent conditions of Theorem 4.3 to
the solvability of a Riccati equation and the equivalent conditions of Theorem 4.4
to the solvability of another Riccati equation.

Theorem 4.8. Let −A0 and −A1 be the infinitesimal generators of an exponentially
decaying strongly continuous semigroup on the complex Banach spaces X0 and X1,
respectively, let Q ∈ L(X0, X1) and D ∈ L(X1, X0), and let the block operator S
defined by (4.21) be exponentially dichotomous. Then the decomposition (4.7) is
true if and only if there exists a bounded solution Π+ : X1 → X0 of the Riccati
equation

Π+[D(A1)] ⊂ D(A0), A0Π+ + Π+A1 + Π+QΠ+ −D = 0 on D(A1), (4.30)

where σ(A1+QΠ+) is contained in the open right half-plane. Similarly, the decom-
position (4.14) is true if and only if there exists a bounded solution Π− : X0 → X1

of the Riccati equation

Π−[D(A0)] ⊂ D(A1), A1Π− + Π−A0 + Π−DΠ− −Q = 0 on D(A0), (4.31)

where σ(A0 +DΠ−) is contained in the open right half-plane. Such solutions Π+

and Π− are unique when they exist.
1Applying these references requires writing the Lyapunov equation (4.29) in the form Z(λ +
A0)−1 − (λ − A1)−1Z = −(λ − A1)−1Q(λ + A0)−1.
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Note that (4.31) reduces to the Lyapunov equation (4.29) if D = 0.

Proof. Let (4.14) be satisfied and let Π denote the projection of X onto
ImE(0−;S) along ImE(0+;S0). In view of (4.27) there exists Π+ ∈ L(X1, X0)
such that

Π =
(

0 Π+

0 IX1

)
, IX − Π =

(
IX0 −Π+

0 0

)
.

Because Im Π is an S-invariant subspace of X , there exists a linear operator B1

defined on a dense domain in X1 such that(−A0 D
Q A1

)(
Π+

IX1

)
=
(

Π+

IX1

)
B1. (4.32)

Then D(B1) = D(A1) with B1 = A1 +QΠ+ and (4.30) is true, while B1 is similar
to the restriction of S to ImE(0−;S) and hence has its spectrum in the open right
half-plane. Conversely, if (4.30) has a solution Π+ as indicated above, then the

range of
(

Π+

IX1

)
is an S-invariant subspace on which the restriction of S has its

spectrum in the open right half-plane. Thus this range is necessarily contained
in ImE(0−;S) and has ImE(0+;S0) as its closed complement. Hence it must
coincide with ImE(0−;S). Consequently, (4.14) is true.

Let (4.7) be satisfied and let Q be the projection ofX onto ImE(0+;S) along
ImE(0−;S0). In view of (4.27) there exists Π− ∈ L(X0, X1) such that

Q =
(
IX0 0
−Π− 0

)
, IX −Q =

(
0 0

Π− IX1

)
.

Because ImQ is an S-invariant subspace of X , there exists a linear operator B0

defined on a dense domain in X0 such that(−A0 D
Q A1

)(
IX0

−Π−

)
=
(
IX0

−Π−

)
(−B0). (4.33)

Then D(B0) = D(A0) with B0 = A0 +DΠ− and (4.31) is true, while B0 is similar
to the restriction of −S to ImE(0+;S) and hence has its spectrum in the open
right half-plane. Conversely, if (4.31) has a solution Π− as indicated above, then

the range of
(
IX0

−Π−

)
is an S-invariant subspace on which the restriction of −S has

its spectrum in the open right half-plane. Then this range is necessarily contained
in ImE(0+;S) and has ImE(0−;S0) as its closed complement. Hence it must
coincide with ImE(0+;S). Consequently, (4.7) is true. �

Let us now use the solutions Π+ and Π− of the Riccati equations (4.30) and
(4.31) (when they exist) to derive the left and right quasi-canonical factorization
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of the operator function W given by (4.5) with respect to the imaginary axis. For
|Reλ| ≤ ε we first write (4.30) in the form

−(λ+A0)−1Π+ + Π+(λ −A1)−1 + (λ+A0)−1Π+QΠ+(λ−A1)−1

− (λ+A0)−1D(λ−A1)−1 = 0.

Then the left quasi-canonical factorization of W with respect to the imaginary
axis is given by

W (λ) =
(
IX0 −(λ+A0)−1D
0 IX1

)(
W l(λ) 0

0 IX1

)(
IX0 0

−(λ− A1)−1Q IX1

)
,

where

W l(λ) =
[
IX0 + (λ+A0)−1Π+Q

] [
IX0 − Π+(λ −A1)−1Q

]
,

W l(λ)−1 =
[
IX0 + Π+(λ−B1)−1Q

] [
IX0 − (λ+ B̃0)−1Π+Q

]
.

Here B̃0 = A0 + Π+Q and B1 = A1 + QΠ+ are the infinitesimal generators
of exponentially decaying strongly continuous semigroups on X0. Analogously,
writing the Riccati equation (4.31) in the form

−Π−(λ+A0)−1 + (λ −A1)−1Π− + (λ −A1)−1Π−DΠ−(λ+A0)−1

− (λ −A1)−1Q(λ+A0)−1 = 0,

we obtain the right quasi-canonical factorization of W with respect to the imagi-
nary axis

W (λ) =
(

IX0 0
−(λ−A1)−1Q IX1

)(
IX0 0
0 W r(λ)

)(
IX0 −(λ+A0)−1D
0 IX1

)
,

where

W r(λ) =
[
IX1 − (λ −A1)−1Π−D

] [
IX1 + Π−(λ+A0)−1D

]
,

W r(λ)−1 =
[
IX1 − Π1(λ+B1)−1D

] [
IX1 + (λ − B̃0)−1Π−D

]
.

Here B0 = A0 + DΠ− and B̃1 = A1 + Π−D are the infinitesimal generators of
exponentially decaying strongly continuous semigroups on X1.

When both of the decompositions (4.7) and (4.14) are valid, we have

S

(
IX0 Π+

−Π− IX1

)
=
(
IX0 Π+

−Π− IX1

)(−B0 0
0 B1

)
. (4.34)

Here the block operator containing Π+ and Π− is invertible on X , because
ImE(0+;S)+̇ImE(0−;S) = X . The invertibility of this block operator is equiva-
lent to the invertibility of I + Π+Π− on X0 and to the invertibility of I + Π−Π+

on X1.
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Consider the vector-valued Wiener-Hopf integral equations

u(t;x) −
∫ ∞

0

E(t− τ ;S0)Γu(τ ;x) dτ = E(t;S0)x, t ∈ R
+, (4.35a)

v(t;x) −
∫ 0

−∞
E(t− τ ;S0)Γv(τ ;x) dτ = E(t;S0)x, t ∈ R

−, (4.35b)

where x ∈ ImE(0+;S0) and x ∈ ImE(0−;S0), respectively. Using the classical
Wiener-Hopf technique it is easily verified that

û+(λ;x) =
∫ ∞

0

e−λtu(t;x) dt =
(

(λ+B0)−1x0

−Π−(λ +B0)−1x0

)
,

v̂−(λ;x) =
∫ 0

−∞
e−λtv(t;x) dt =

(
Π+(λ−B1)−1x1

(λ−B1)−1x1

)
,

where x =
(
x0

x1

)
. Thus

u(t;x) =
(

e−tB0x0

−Π−e−tB0x0

)
, v(t;x) =

(
Π+e

tB1x1

etB1x1

)
.

Consequently, the solutions of the Riccati equations are given by

Π+x1 =
(
0 IX0

)
v(0+;x), Π−x0 = − (IX0 0

)
u(0−;x), (4.36)

where x =
(
x0

x1

)
.

4.2.2 Riccati equations in complex Hilbert spaces

Now let X0 = X1 be a complex Hilbert space, A0 = A, and A1 = A∗, where
−A is the infinitesimal generator of a strongly continuous exponentially decaying
semigroup on X0. Let D and Q be positive selfadjoint operators. Then

S0 =
(−A 0

0 A∗

)
, S =

(−A D
Q A∗

)
. (4.37)

Moreover, Γ = Γ1Γ2, where

Γ1 =
(

0 D1/2

Q1/2 0

)
, Γ2 =

(
D1/2 0

0 Q1/2

)
.

Consequently,

IX + Γ2(λ − S0)−1Γ1 =
(

IX0 Q1/2(λ−A)−1D1/2

D1/2(λ+A∗)−1Q1/2 IX0

)
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has a positive selfadjoint real part for imaginary λ, i.e., (4.19) is satisfied for δ = 1.
As a result, all five statements (a)-(e) of Corollary 4.5 are true. In particular, we
have the decompositions

ImE(0+;S)+̇ImE(0−;S0) = ImE(0−;S)+̇ImE(0+;S0) = X. (4.38)

The following result is immediate from Theorem 4.8.

Theorem 4.9. Let −A be the infinitesimal generator of an exponentially decaying
strongly continuous semigroup on the complex Hilbert space X0, let Q and D be
nonnegative selfadjoint operators on X0, and let the block operator S defined by
(4.21) be exponentially dichotomous. Then there exists a bounded solution Π+ of
the Riccati equation

Π+[D(A∗)] ⊂ D(A), AΠ+ + Π+A
∗ + Π+QΠ+ −D = 0 on D(A∗), (4.39)

where σ(A+Π+Q) is contained in the open right half-plane. Similarly, there exists
a bounded solution Π− of the Riccati equation

Π−[D(A)] ⊂ D(A∗), A∗Π− + Π−A+ Π−DΠ− −Q = 0 on D(A), (4.40)

where σ(A + DΠ−) is contained in the open right half-plane. Such solutions Π+

and Π− are selfadjoint and are unique.

The block operator S in (4.37) has interesting symmetry properties [73, 74].
Introducing the signature operators

J1 = J∗
1 = J−1

1 =
(

0 iIX0

−iIX0 0

)
, J2 = J∗

2 = J−1
2 =

(
0 IX0

IX0 0

)
,

we easily obtain

(J1S)∗ = −J1S, (4.41a)
〈[J2S + (J2S)∗]x, x〉 ≥ 0, (4.41b)

where x ∈ X . Equation (4.41a) implies that the maximal invariant subspaces of
S on which S has its spectrum confined to the left or the right half-plane, is J1-
neutral in the sense that 〈J1x, x〉 = 0 for x in such a subspace. This property
implies that Π+ and Π− are selfadjoint. Equation (4.41b) implies that

〈J2

(
Π+

IX0

)
x,

(
Π+

IX0

)
x〉 ≥ 0, 〈J2

(
IX0

−Π−

)
x,

(
IX0

−Π−

)
x〉 ≤ 0,

for any x ∈ X , which implies that Π+ and Π− are positive selfadjoint operators.
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4.3 Approximating solutions of Riccati equations

In this section we study the approximation of the solutions of Riccati equations
by the solutions of finite-dimensional Riccati equations. In fact, starting from the
block operators S0 and S defined by (4.37), where −A is the infinitesimal gener-
ator of an exponentially decaying strongly continuous semigroup on the complex
Hilbert space X0, we assume D to be a compact operator and employ a strong
approximation of the identity operator on X0 by finite rank projections to arrive
at an approximation of the solutions of the Riccati equations (4.39) and (4.40)
by the solutions of the corresponding finite-dimensional Riccati equations, thus
reproducing the results obtained in [38].

Finite-dimensional approximations of solutions of algebraic Riccati equations
have been studied in many papers (e.g., [14, 89, 90, 125]). Compared to [90], we do
not discuss the algebraic Riccati equation deriving from H∞ control theory, but
rather restrict ourselves to the one stemming from LQ optimal control theory. We
basically obtain the same result as in [90], under somewhat different assumptions,
but with a completely different proof. In [125] the algebraic Riccati equation de-
rived from LQ optimal control was studied under much weaker assumptions than in
this monograph (and in [38]), but under our assumptions we obtain much stronger
convergence results than in [125].

Let Xn be a sequence of closed linear subspaces of X0, not necessarily finite-
dimensional, though in applications they usually are. Then there exist unique
bounded linear operators ın : Xn → X0 and πn : X0 → Xn such that ınπn is the
orthogonal projection of X0 onto Xn and πnın is the identity operator on Xn. We
shall assume that ınπntends to IX0 in the strong sense.

Let us define the compressions Dn = πnDın and Qn = πnQın. Then Dn

and Qn are nonnegative selfadjoint operators on Xn whenever D and Q are non-
negative selfadjoint operators on X0. Now let −An be the infinitesimal gener-
ator of an exponentially decaying strongly continuous semigroup on Xn. Then
θn = (An, Qn, Dn;Xn) is called an approximant to the triple θ = (A,Q,D;X0) if
for some ε > 0 we have the approximation

lim
n→∞ eε|t| ‖ı̂nE(t;S0n)π̂nx− E(t;S0)x‖X = 0 (4.42)

for each x ∈ X = X0+̇X0, uniformly in t ∈ R\{0}. Here π̂n = πn+̇πn, ı̂n = ın+̇ın,
and S0n = (−An)+̇(An)∗. We remark that ınQnπn converges to Q strongly, while
ınDnπn converges toD in the operator norm, the latter because of the compactness
of D.

Theorem 4.10. Let θn = (An, Qn, Dn;Xn) be a sequence of approximants to the
triple θ = (A,Q,D;X0), where D is a compact operator. Put

Sn =
(−An Dn

Qn (An)∗

)
.
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Then for some ε > 0 we have

lim
n→∞ eε|t| ‖ı̂nE(t;Sn)π̂nx− E(t;S)x‖X = 0 (4.43)

for each x ∈ X = X0+̇X0, uniformly in t ∈ R \ {0}.
Proof. Put

SQn =
(−An 0
Qn (An)∗

)
.

Then

E(t;SQn )x = E(t;S0n)x−
∫ ∞

−∞
E(t− s;S0n)ΓQnE(s;SQn )xds, (4.44)

where 0 �= t ∈ R. Here

ΓQ =
(

0 0
Q 0

)
, ΓQn =

(
0 0
Qn 0

)
.

Because ‖E(t;S0n)‖ has a finite upper bound which is independent of t ∈ R \ {0}
and n ∈ N, we can apply the Dominated Convergence Theorem to the θn analog

E(t;SQn)x = E(t;S0n)x+
∫ ∞

−∞
E(t− τ ;S0n)ΓQnE(τ ;S0n)xdτ

of (4.44) to take the limit under the integral sign and prove that, for some ε > 0,

lim
n→∞ eε|t|

∥∥ı̂nE(t;SQn )π̂nx− E(t;SQ)x
∥∥
X

= 0 (4.45)

for each x ∈ X = X0+̇X0, uniformly in t ∈ R \ {0}.
Next, consider the convolution equation

E(t;Sn)x =
∫ ∞

−∞
E(t− τ ;SQn )ΓDn E(τ ;Sn)xdτ = E(t;SQn )x,

where ΓDn =
(

0 Dn

0 0

)
. This integral equation implies that

ı̂nE(t;Sn)π̂nx−
∫ ∞

−∞
ı̂nE(t−τ ;SQn )ΓDn ı̂nE(τ ;Sn)π̂nxdτ = ı̂nE(t;SQn )π̂nx, (4.46)

where x ∈ X+̇X . Note that ΓDn = π̂nΓD ı̂n implies that we can rewrite the above
equation in the form

ı̂nE(t;Sn)π̂nx−
∫ ∞

−∞
ı̂nE(t− τ ;SQn )π̂nΓD · ı̂nE(τ ;Sn)π̂nxdτ = ı̂nE(t;SQn )π̂nx,
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where x ∈ X+̇X . Equation (4.45) and the compactness of ΓD =
(

0 D
0 0

)
imply

that, for some ε > 0,

lim
n→∞ eε|t|

∥∥ı̂nE(t;SQn )π̂nΓD − E(t;SQ)ΓD
∥∥
L(X)

= 0

uniformly in t ∈ R \ {0}. Since (4.46) is uniquely solvable on the complex Banach
space BC(R−;Xn+̇Xn)+̇BC(R+;Xn+̇Xn) of bounded continuous (Xn+̇Xn)-
valued functions on the real line with a possible strong jump discontinuity in
t = 0, we get (4.43) with the help of (4.45), as claimed. �

To prove the strong stability of Π− and the operator norm stability of Π+ on
approximation of the triple θ = (A,Q,D;X0) by triples θn = (An, Qn, Dn;Xn), we
need to study the operator Wiener-Hopf equations (4.35), where x ∈ ImE(0+;S0)
and x ∈ ImE(0−;S0), respectively. The solutions of the Riccati equations are then
given by (4.36). Analyzing (4.35) on BC(R±;X0+̇X0) is far from straightforward
as, in general, the integral kernel E(·;S0)Γ is not Bochner integrable and hence
(4.35) can seemingly only be studied effectively on L2(R±;X0+̇X0). To avoid doing
so, we modify the integral kernel.

Let us introduce the modified operator convolution kernel

K(t;S0) =
(
Q1/2 0

0 D1/2

)
E(t;S0)

(
0 D1/2

Q1/2 0

)

=




(
0 0

−D1/2etA
∗
Q1/2 0

)
, t < 0,(

0 Q1/2e−tAD1/2

0 0

)
, t > 0,

which is compact and norm continuous in 0 �= t ∈ R, as a result of the com-
pactness of D1/2. As a result, K is Bochner integrable. Furthermore, we have the
intertwining property(

Q1/2 0
0 D1/2

)
E(t;S0)Γ = K(t;S0)

(
Q1/2 0

0 D1/2

)
.

Now consider the auxiliary Wiener-Hopf integral equations

w(t;x) −
∫ ∞

0

K(t− τ ;S0)w(τ ;x) dτ =
(
Q1/2 0

0 D1/2

)
E(t;S0)x, t ∈ R

+,

(4.47a)

z(t;x) −
∫ 0

−∞
K(t− τ ;S0)z(τ ;x) dτ =

(
Q1/2 0

0 D1/2

)
E(t;S0)x, t ∈ R

−,

(4.47b)
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where x ∈ ImE(0+;S0) and x ∈ ImE(0−;S0), respectively. Equations (4.47) are
uniquely solvable, because their (combined) symbol

I −
∫ ∞

−∞
e−λtK(t) dt = I −

(
Q1/2 0

0 D1/2

)
(λ− S0)−1

(
0 D1/2

Q1/2 0

)

=
(

IX0 −Q1/2(λ−A)−1D1/2

−D1/2(λ+A∗)−1Q1/2 IX0

)

has a positive real part for purely imaginary λ and hence has both a left and a
right canonical factorization. From the solutions of (4.47) we find

u(t;x) = E(t;S0)x+
∫ ∞

0

E(t− τ ;S0)
(

0 D1/2

Q1/2 0

)
w(τ ;x) dτ, (4.48a)

v(t;x) = E(t;S0)x+
∫ 0

−∞
E(t− τ ;S0)

(
0 D1/2

Q1/2 0

)
z(τ ;x) dτ, (4.48b)

where x ∈ ImE(0±;S0) and t ∈ R±, respectively. From (4.48), (4.47) is immediate.
Let us now consider a bounded solution Π+,n : Xn → Xn of the Riccati

equation{
Π+,n[D((An)∗)] ⊂ D(An),
AnΠ+,n + Π+,n(An)∗ + Π+,nQnΠ+,n −Dn = 0 on D((An)∗),

(4.49)

where σ(An+Π+,nQn) is contained in the open right half-plane. Similarly, consider
a bounded solution Π−,n : Xn → Xn of the Riccati equation{

Π−,n[D(An)] ⊂ D((An)∗),
(An)∗Π−,n + Π−,nAn + Π−,nDnΠ−,n −Qn = 0 on D(An),

(4.50)

where σ(An + DnΠ−,n) is contained in the open right half-plane. Such solutions
are unique when they exist.

We now derive the following strong convergence result for the solutions of
the Riccati equations (4.39) and (4.40).

Theorem 4.11. For each x ∈ X0 we have

lim
n→∞ ‖ınΠ−,nπnx− Π−x‖ = 0, (4.51a)

lim
n→∞ ‖ınΠ+,nπnx− Π+x‖ = 0. (4.51b)

Proof. Using the strong convergence ınQ
1/2
n πn → Q1/2 and the compactness of

D1/2, we obtain for some ε > 0,

lim
n→∞ eε|t|‖ı̂nK(t;S0)π̂n −K(t)‖ = 0,
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uniformly in 0 �= t ∈ R. Hence for some ε > 0 we have

lim
n→∞

∫ ∞

−∞
eε|t|‖ı̂nK(t;S0)π̂n −K(t)‖ dt = 0.

Letting wn and zn stand for the natural analogs of the solutions w and z of
(4.47) and using the unique solvability of (4.47), we get for some ε > 0 and each
x ∈ X0+̇X0,

lim
n→∞ eε|t|‖ı̂nwn(t; π̂nx) − w(t;x)‖ = 0,

uniformly in t ∈ R+. Similarly, for some ε > 0 and every x ∈ X0+̇X0 we have

lim
n→∞ eε|t|‖ı̂nzn(t; π̂nx) − z(t;x)‖ = 0,

uniformly in t ∈ R−. With the help of (4.48) we obtain for some ε > 0 and each
x ∈ X0+̇X0,

lim
n→∞ eε|t|‖ı̂nun(t; π̂nx) − u(t;x)‖ = 0,

uniformly in t ∈ R
+. Similarly, for some ε > 0 and every x ∈ X0+̇X0 we have

lim
n→∞ eε|t|‖ı̂nvn(t; π̂nx) − v(t;x)‖ = 0,

uniformly in t ∈ R−. Equations (4.51) then follow using (4.36). �

In analogy with (4.28) (with A0 = A and A1 = A∗) we define

Znx0 =
∫ ∞

0

e−t(An)∗Qne
−tAnx0 dt, x0 ∈ X0, (4.52)

which satisfies the Lyapunov equation

Zn[D(An)] ⊂ D((An)∗), (An)∗Zn + ZnAn = Qn on D(An). (4.53)

Let us strengthen Theorem 4.11 and derive convergence properties in the
operator norm.

Theorem 4.12. We have

lim
n→∞ ‖ınΠ+,nπn − Π+‖ = 0, (4.54a)

lim
n→∞ ‖ın(Π−,n − Zn)πn − (Π− − Z)‖ = 0. (4.54b)

Proof. We begin the proof by observing that the right-hand side of (4.47b) is given
by 0+̇D1/2etA

∗
x1, where t ∈ R+ and D1/2 is compact. Moreover, as θn converges

to θ, we have for some ε > 0,

lim
n→∞ eε|t|‖K(t;S0n) −K(t;S0)‖ = 0,
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uniformly in 0 �= t ∈ R. Therefore

lim
n→∞ ‖ı̂nzn(t;x) − z(t;x)‖ = 0,

uniformly in t ∈ R+ and in x1 on bounded subsets of X0. Using (4.48b) and (4.36)
we can then sharpen (4.51b) and derive (4.54a) instead.

By considering SQ as the unperturbed exponentially dichotomous operator,
we obtain instead of (4.35b), (4.47b), and (4.48b),

uQ(t;x) −
∫ ∞

0

E(t− τ ;SQ)ΓDuQ(τ ;x) dτ = E(t;SQ)x, (4.55a)

wQ(t;x) −
∫ ∞

0

K(t− τ ;SQ)wQ(τ ;x) dτ =
(

0 0
0 D1/2

)
E(t;SQ)x, (4.55b)

uQ(t;x) = E(t;SQ)x +
∫ ∞

0

E(t− τ ;SQ)
(

0 D1/2

0 0

)
wQ(τ ;x) dτ, (4.55c)

where x ∈ X0+̇X0, t ∈ R+, ΓD =
(

0 D
0 0

)
, and

(
0 0
0 D1/2

)
E(t;SQ)ΓD = K(t;SQ)

(
0 0
0 D1/2

)
.

Now note that, as a result of the compactness of D1/2,

lim
n→∞

∥∥∥∥ı̂n
(

0 0
0 D

1/2
n

)
E(t;SQn)π̂n −

(
0 0
0 D1/2

)
E(t;SQ)

∥∥∥∥ = 0,

uniformly in t ∈ R+. Consequently,

lim
n→∞ ‖zQn(t; π̂nx) − zQ(t;x)‖ = 0,

uniformly in t ∈ R+ and in x on the unit ball of X0+̇X0. Repeating the proof of
(4.54a) and using (4.55) we arrive at (4.54b). �

It remains to consider the approximation properties of the semigroups gen-
erated by −B0 = −(A+DΠ−) and −B1 = −(A∗ +QΠ+), which are related to S
by means of (4.34). It is easily verified that(

IX0 Π+

−Π− IX0

)−1

S

(
IX0 Π+

−Π− IX0

)
=

{
e−t(A+DΠ−)+̇0, t > 0,
0+̇(−et(A∗+QΠ+)), t < 0.

(4.56)

Theorem 4.13. We have

lim
n→∞

∥∥∥ıne−t(An+DnΠ−,n)πn − e−t(A+DΠ−)
∥∥∥ = 0, (4.57a)

lim
n→∞

∥∥∥ıne−t(A∗
n+QnΠ+,n)πn − e−t(A

∗+QΠ+)
∥∥∥ = 0, (4.57b)

uniformly in t on compact subintervals of R
+.
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Proof. Put

M =
(
IX0 Π+

−Π− IX0

)
, Mn =

(
IXn Π+,n

−Π−,n IXn

)
.

Then it suffices to prove that

lim
n→∞ ‖[̂ınMnπ̂n −M ]x‖ = 0, (4.58a)

lim
n→∞ ‖[̂ınM−1

n π̂n −M−1]x‖ = 0. (4.58b)

Indeed, the invertibility of M implies the invertibility of I + Π+Π− and
I + Π−Π+, and

M−1 =
(

(I + Π+Π−)−1 −(I + Π+Π−)−1Π+

(I + Π−Π+)−1Π− (I + Π−Π+)−1

)
.

Since
lim
n→∞ ‖ın(I + Π−,nΠ+,n)πn − (I + Π−Π+)‖ = 0,

and similarly with Π+ and Π− interchanged, we have

lim
n→∞ ‖ın(I + Π−,nΠ+,n)−1πn − (I + Π−Π+)−1‖ = 0,

and similarly with Π+ and Π− interchanged. As a consequence we get (4.58), as
claimed. �





Chapter 5

Transport Equations

Linear transport equations in plane-parallel homogeneous media have been studied
as abstract boundary value problems on complex Hilbert spaces for three decades
[82, 83, 24, 15, 152, 102, 77]. Here we study their evolution operators as multiplica-
tive perturbations of exponentially dichotomous operators, first for multiplicative
perturbations that are compact perturbations of the identity, then for positive
selfadjoint (bounded as well as unbounded) multiplicative perturbations. We also
derive formal solutions of the relevant boundary value problems.

5.1 Introduction

Stationary neutron transport, radiative transfer and rarefied gas dynamics, as
well as the linearized Boltzmann equation with a hard or Maxwellian potential, in
spatially homogeneous plane-parallel media are described by a linear integrodif-
ferential equation with partial range boundary conditions [40, 43, 147, 42]. These
boundary value problems can be written in the following abstract form. Given an
injective selfadjoint operator T on a complex Hilbert space H with scalar product
〈·, ·〉, let Q± denote the orthogonal projections onto the maximal closed subspaces
H± of H on which 〈±Tx, x〉 ≥ 0. Then by the abstract kinetic boundary value
problem we mean the vector-valued differential equation

(Tψ)′(x) = −Aψ(x), 0 < x < τ, (5.1)

with the boundary conditions

{
‖Q+ψ(x) − ϕ+‖H = 0, x→ 0+,

‖ψ(x)‖H = O(1), x→ +∞,
(5.2)
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if τ = +∞, and {
‖Q+ψ(x) − ϕ+‖H = 0, x→ 0+,

‖Q−ψ(x) − ϕ−‖H = 0, x→ τ−,
(5.3)

if τ is finite. Here A is a compact perturbation of the identity (i.e., A = IH − B,
where B is a compact operator). For reasons that will be apparent shortly, we call
A the (abstract) collision operator and T the (abstract) streaming operator.

The classical example in radiative transfer [43, 147] occurs for isotropic scat-
tering and albedo of single scattering a ∈ (0, 1]. Writing the specific intensity as a
function ψ(x, µ) depending on position x ∈ (0, τ) (in optical length) and direction
cosine µ ∈ [−1, 1], we have the boundary value problem

µ
∂ψ

∂x
(x, µ) + ψ(x, µ) =

a

2

∫ 1

−1

ψ(x, µ′) dµ′, x ∈ (0, τ), µ ∈ [−1, 1], (5.4)

with boundary conditions

ψ(0, µ) = ϕ+(µ), 0 ≤ µ ≤ 1,[∫ 1

−1 |ψ(x, µ)|2 dµ
]1/2

= O(1), x→ +∞,
(5.5)

for τ = +∞, and boundary conditions{
ψ(0, µ) = ϕ+(µ), 0 ≤ µ ≤ 1,
ψ(τ, µ) = ϕ−(µ), −1 ≤ µ ≤ 0,

(5.6)

for finite τ . The boundary conditions specify the specific intensity of the inci-
dent radiation. Putting H = L2(−1, 1) and defining the streaming and collision
operators by

(Tf)(µ) = µf(µ), (Af)(µ) = f(µ) − a

2

∫ 1

−1

f(µ′) dµ′,

where µ ∈ [−1, 1], and the orthogonal projections Q± by

(Q±f)(µ) =

{
f(µ), (±µ) > 0,
0, (±µ) < 0,

we obtain from (5.4)–(5.6) the boundary value problems (5.1)–(5.3).
Equations (5.4)–(5.6) also arise in neutron transport theory [39, 40, 158],

where the above operators T , A, and Q± were first introduced in [82]. Now ψ(x, µ)
stands for the neutron density as a function of position x ∈ (0, τ) (in neutron
mean free path) and direction cosine µ ∈ [−1, 1]. Here the interaction between
the neutrons and the background medium is assumed isotropic and a > 0 is the
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average neutron production per collision. In fact, in locally supercritical media we
always have a > 1.

In the scalar BGK model of rarefied gas dynamics [41, 42], the deviation of
the particle distribution ψ(x, v) from the Maxwellian equilibrium distribution is
assumed to depend on position x ∈ (0, τ) (in gas molecule mean free path) and
velocity v ∈ R. For various specific problems such as Couette flow and Poisseuille
flow, we have the boundary value problem

v
∂ψ

∂x
(x, v)+ψ(x, v) =

1√
π

∫ ∞

−∞
ψ(x, v′)e−(v′)2 dv′, x ∈ (0, τ), v ∈ [−1, 1], (5.7)

with boundary conditions

ψ(0, v) = ϕ+(v), v ≥ 0,[∫ ∞

−∞
|ψ(x, v)|2 e−v2dv

]1/2
= O(1), x→ +∞,

(5.8)

for τ = +∞, and boundary conditions{
ψ(0, v) = ϕ+(v), v ≥ 0,
ψ(τ, v) = ϕ−(v), v ≤ 0,

(5.9)

for finite τ . Putting H = L2(R, π−1/2 e−v
2
dv) and defining the streaming and

collision operators by

(Tf)(v) = vf(v), (Af)(v) = f(v) = π−1/2

∫ ∞

−∞
f(v′)e−(v′)2 dv′,

where v ∈ R, and the orthogonal projections Q± by

(Q±f)(v) =

{
f(v), (±v) > 0,
0, (±v) < 0,

we obtain from (5.7)–(5.9) the boundary value problems (5.1)–(5.3). For the scalar
BGK equation the operators T , A, and Q± were first introduced in [100].

Neutron transport, radiative transfer and rarefied gas dynamics lead to a
major class of integrodifferential equations with boundary conditions which can
be put in the form of (5.1)–(5.3). In neutron transport one may deal with groups
of neutrons of different speeds, anisotropic interactions, and interactions between
different groups of neutrons, which in general leads to a nonselfadjoint integral
operator B. In radiative transfer anisotropic scattering leads to selfadjoint and
contractive integral operators B if polarization of light is not taken into account
or, more generally, if linear and circular polarization effects do not interact [87].
The integral operator B is generally nonselfadjoint with respect to the natural
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scalar product of the underlying Hilbert space but selfadjoint in a suitable indefi-
nite scalar product [155, 77]. In rarefied gas dynamics, apart from the few rather
peculiar multispecies BGK models that generally lead to nonselfadjoint integral
operators B, assuming a hard or Maxwellian (binary) interaction between the gas
molecules and linearizing the nonlinear Boltzmann equation about the equilibrium
solution, leads to the above type of boundary value problem. Details on converting
practical stationary transport equations into boundary value problems of the form
(5.1)–(5.3) can be found in [102, 77]. For the non BGK type models of rarefied gas
dynamics we refer to [42].

Equation (5.1) is an evolution equation of the type

ψ′(x) = −T−1Aψ(x), 0 < x < τ.

When studying this problem on the half-line (τ = +∞), the boundary condition
in (5.2) suggests treating −T−1A as an exponentially dichotomous operator on
the complex Hilbert space, so that the solution of (5.1) with boundary condition
(5.2) has the form

ψ(x) = E(x;−T−1A)ψ(0),

where Q+ψ(0) = ϕ+. Instead, the solution of (5.1) with boundary condition (5.3)
has the form

ψ(x) = [E(x;−T−1A) − E(x− τ ;−T−1A)]χ,

where

Q+[E(0+;−T−1A) − E(−τ ;−T−1A)]χ = ϕ+,

Q−[−E(0−;−T−1A) + E(τ ;−T−1A)]χ = ϕ−.

In other words, we need to establish if −T−1A is exponentially dichotomous and,
if this is the case, to solve ϕ± from the matching conditions (5.2) or (5.3).

Since T is an injective selfadjoint operator on H , the operator −T−1 is ex-
ponentially dichotomous with separating projection Q− = I − Q+ if (and only
if) T is bounded. The unbounded operator −T−1A may therefore be viewed as a
multiplicative perturbation of −T−1 obtained by postmultiplying it by a compact
(additive) perturbation of the identity. Thus we cannot rely on the perturbation
theory of exponentially dichotomous operators expounded in Chapter 2, but in-
stead we need to use similar methods to arrive at the relevant perturbation results.

In Section 5.3 we shall consider the boundary value problem (5.1)–(5.3) in a
general context. For a better understanding of the operator theory involved, we
shall now briefly discuss the finite-dimensional case in which T is a nonsingular
hermitian n×nmatrix and A an n×nmatrix. This finite-dimensional case is at the
basis of the discrete ordinates method to solve the transport equation numerically
by discretizing the angular variables [163, 146, 145]. It has been studied for its
own sake in [133, 71]. Let Q± be the Riesz projection of T corresponding to its
eigenvalues in R

±, and let P+, P−, and P0 be the Riesz projections of T−1A
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corresponding to its eigenvalues in the open right half-plane, the open left half-
plane, and the imaginary axis, respectively.

When τ is finite, the general solution of (5.1) has the form

ψ(x) = e−xT
−1Aφp + e(τ−x)T

−1Aφm + e−xT
−1Aφ0,

where φp ∈ ImP+, φm ∈ ImP−, and φ0 ∈ ImP0. Matching the boundary condi-
tions (5.3) leads to the identity

Vτφ = ϕ
def= ϕ+ + ϕ−,

where

Vτ
def= Q+

[
P+ + eτT

−1AP−
]

+Q−
[
P− + e−τT

−1AP+ + e−τT
−1AP0

]
.

The unique solvability of the boundary value problem for all ϕ± ∈ ImQ± is
equivalent to the invertibility of Vτ .

When τ = +∞, the general solution of (5.1) has the form

ψ(x) = e−x
−1Aφ

for some vector φ. The boundedness condition as x→ +∞ implies

φ ∈ Hp+
def= ImP++̇

⊕
Imλ=0

Ker (T−1A− λ), Q+φ = ϕ+.

Thus ϕ+ = φ−Q−φ ∈ Hp+ +H−, where H− = ImQ−. Hence the boundary value
problem is uniquely solvable for every ϕ+ ∈ ImQ+ if and only if the decomposition

Hp++̇H− = C
n

holds.
When discussing the boundary value problems in Section 5.3, we shall exploit

these basic ideas. More involved methods are required to prove the invertibility
of Vτ or the above decomposition of the underlying Hilbert space when we are no
longer dealing with the rather artificial finite-dimensional case.

5.2 Exponential dichotomy in transport theory

In this section we prove that −T−1A is exponentially dichotomous and in fact
generates an analytic bisemigroup if T is bounded, injective and selfadjoint, A is
a compact perturbation of the identity, and T−1A does not have zero or imag-
inary eigenvalues. We also prove that the difference between the bisemigroups,
E(t;−T−1A) − E(t;−T−1), is a compact operator for every t ∈ R, albeit by
imposing the regularity condition (5.22) below. We pay special attention to the
important special case where A is positive selfadjoint.



94 Chapter 5. Transport Equations

5.2.1 Preliminary results

Let T be an injective selfadjoint operator on a complex Hilbert space H . Let Q±
be the orthogonal projections of H onto the maximal T -invariant subspaces on
which ±〈Tx, x〉 ≥ 0. For x ∈ H put

E(t;−T−1)x =




e−tT
−1
Q+x =

∫ ∞

0

e−t/zσ(dz)x, t > 0,

−e−tT−1
Q−x = −

∫ 0

−∞
e−t/zσ(dz)x, t < 0,

(5.10)

where σ(·) stands for the resolution of the identity of the selfadjoint operator T .
Then E(·;−T−1) is strongly continuous except for a strong jump discontinuity at
t = 0, vanishes in the strong operator topology as t → ±∞, E(0±;−T−1) = ±Q±
(so that the size of the jump at t = 0 equals IH), and{

E(t+ s;−T−1) = E(t;−T−1)E(s;−T−1), t, s > 0,
E(t+ s;−T−1) = −E(t;−T−1)E(s;−T−1), t, s < 0.

Hence, E(·;−T−1) has all of the properties of a strongly continuous (and in fact
analytic) bisemigroup on H except for its exponential decay as t→ ±∞. Only for
T bounded is the operator −T−1 exponentially dichotomous and in fact generates
an analytic bisemigroup.

For x ∈ H we now define

H(t)x =




T−1e−tT
−1
Q+x =

∫ ∞

0

z−1e−t/zσ(dz)x, t > 0,

−T−1e−tT
−1
Q−x = −

∫ 0

−∞
z−1e−t/zσ(dz)x, t < 0.

(5.11)

Then H(t) = −(d/dt)E(t;−T−1) for any t ∈ C with Re t �= 0, where the differen-
tiation can be performed in the operator norm. Then for all vectors x, y ∈ X we
have ∫ ∞

−∞
〈H(t)x, y〉 dt =

∫ 0

−∞

∫ 0

−∞

−1
t
e−z/t dt 〈σ(dx)x, y〉

+
∫ ∞

0

∫ ∞

0

1
t
e−z/t dt 〈σ(dx)x, y〉

=
(∫ 0

−∞
+
∫ ∞

0

)
〈σ(dz)x, y〉 = 〈x, y〉, (5.12)

where we have used Fubini’s theorem. Since the complex Hilbert space H can be
represented as a direct integral of L2-spaces so that T becomes a direct integral
of operators of multiplication by the independent variable [23], there is a natural
way to turn H into a complex Banach lattice and to construct from each x ∈ X
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an absolute value |x| having the same norm. Since the measure 〈σ(·)|x|, |y|〉 is
nonnegative for any x, y ∈ H, we have∫ ∞

−∞
|〈H(t)x, y〉| dt ≤

∫ ∞

−∞
〈H(t)|x|, |y|〉 dt = 〈|x|, |y|〉 ≤ ‖x‖‖y‖, (5.13)

where x, y ∈ X . Hence, H is a weakly integrable operator function as observed
before in [62].

For any α ∈ R+ we now define |T |αH(t) as follows:

|T |αH(t)x =



|T |α−1e−tT

−1
Q+x =

∫ ∞

0

|z|α−1e−t/zσ(dz)x, t > 0,

|T |α−1e−tT
−1
Q−x =

∫ 0

−∞
|z|α−1e−t/zσ(dz)x, t < 0.

Proposition 5.1. Let α ∈ [0, 1). Then

‖|T |αH(t)‖ ≤ (1 − α)1−αe−(1−α) |t|α−1, 0 �= t ∈ R.

If T is bounded, we have

‖|T |αH(t)‖ ≤ ‖T ‖α−1 e−t/‖T‖, |t| ≥ (1 − α)‖T ‖.
Proof. Compute the maximum of the function |z|α−1e−|t/z|. �

Now let B be a compact operator on H and define A = I −B. Then

W (λ) = I − (I − λT )−1B = (I − λT )−1(A− λT )

= (λ− T−1)−1(λ− T−1A) (5.14)

is defined for all nonreal λ and, if T is bounded, also in a neighborhood of λ = 0.
Since ‖(I − λT )−1x − x‖ → 0 as λ → 0 in the double cone Kδ = {λ ∈ C :
| arg(λ) − π

2 | < δ} \ {0} for any δ ∈ (0, π2 ), we have, in view of the compactness of
B, that

lim
λ→0,λ∈Kδ

‖W (λ) −A‖ = 0. (5.15)

On the other hand, ‖(I − λT )−1x‖ → 0 as |λ| → +∞ in Kδ for any δ ∈ (0, π2 ).
Thus

lim
|λ|→∞,λ∈Kδ

‖W (λ) − IH‖ = 0. (5.16)

As a result, there are only finitely many nonzero points on the imaginary axis,
where W (λ) is not invertible. If these do not occur, there exists δ ∈ (0, π2 ) such
that W (λ) is invertible for λ ∈ Kδ.

Since the points 0 �= λ ∈ C such that (1/λ) /∈ σ(T ) andW (λ) is not invertible,
are exactly the eigenvalues of T−1A (or AT−1) outside σ(T−1) \ {0}, we have the
following result.
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Proposition 5.2. The eigenvalues of T−1A outside σ(T−1)\{0} have finite algebraic
multiplicity and do not accumulate within any of the double cones Kδ (δ ∈ π

2 ).
Hence, T−1A has at most finitely many imaginary eigenvalues.

Proposition 5.2 implies that W (λ) is invertible for | arg(λ)− π
2 | ≤ δ1 for some

δ1 ∈ (0, π2 ) if T−1A does not have zero or imaginary eigenvalues. Equation (5.14)
then implies that

‖(λ− T−1A)−1‖ = O(1/λ), |λ| → +∞, | arg(λ) − π

2
| ≤ δ1.

Thus T−1A is bisectorial and hence, as a result of Proposition 1.8, generates an
analytic bisemigroup.

We have thus proved the following.

Theorem 5.3. Suppose T−1A does not have zero or purely imaginary eigenvalues
and T is bounded. Then −T−1A generates an analytic bisemigroup.

Suppose T is bounded. Then the zero and purely imaginary eigenvalues of
T−1A are isolated and have a finite algebraic multiplicity. Since there are only
finitely many of them, the eigenvectors and generalized eigenvectors of T−1A cor-
responding to zero and purely imaginary eigenvalues span a finite-dimensional
subspace H0 of H . Letting Γ be a simple positively oriented Jordan contour encir-
cling the zero and purely imaginary eigenvalues of T−1A once and no other point
of the spectrum of T−1A, there exists a finite rank projection

P0 =
1

2πi

∫
Γ

(λ − T−1A)−1 dλ =
−1
2πi

∫
Γ

(A− λT )−1T dλ

of H such that ImP0 and KerP0 are both invariant under T−1A and

σ
(
T−1A

∣∣
ImP0

)
= {λ ∈ σ(T−1A) : Reλ = 0},

σ
(
T−1A

∣∣
KerP0

)
= {λ ∈ σ(T−1A) : Reλ �= 0}.

Now let β be a linear operator on ImP0 without zero or purely imaginary eigen-
values, and let

Aβ = A(I − P0) + Tβ−1P0. (5.17)

Then
T−1Aβ = T−1A

∣∣
KerP0

+̇β−1

has the property that Bβ
def= I −Aβ is compact and T−1Aβ does not have zero or

purely imaginary eigenvalues. According to Theorem 5.3, −T−1Aβ generates an
analytic bisemigroup. Consequently, the restriction of −T−1A to KerP0 generates
an analytic bisemigroup.
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5.2.2 Positive selfadjoint collision operators

In the example (5.4)–(5.6) with albedo of single scattering a ∈ (0, 1) we have an
operator A which is positive selfadjoint. This situation occurs in many radiative
transfer equations (with polarization not taken into account or where linear and
circular polarization effects do not interact) or neutron transport equations (with
one neutron speed only) if there is net absorption in the medium.

If A is a positive selfadjoint operator, the usual scalar product of H is equiv-
alent to the scalar product

〈x, y〉A = 〈Ax, y〉 = 〈A1/2x,A1/2y〉, x, y ∈ H, (5.18)

while A−1T and hence T−1A are selfadjoint with respect to this scalar product.
Let P± the orthogonal (with respect to (5.18)) projections on H onto the maximal
A−1T -subspaces on which ±〈A−1Tx, x〉A ≥ 0. Put

E(t;−T−1A)x =




e−tT
−1AP+x =

∫ ∞

0

e−t/zσ̃(dz)x, t > 0,

−e−tT−1AP−x = −
∫ 0

−∞
e−t/zσ̃(dz)x, t < 0,

(5.19)

where σ̃(·) stands for the resolution of the identity of the selfadjoint operator
A−1T . Then E(·;−T−1A) is strongly continuous except for a strong jump
discontinuity at t = 0, vanishes in the strong operator topology as t → ±∞,
E(0±;−T−1A) = ±P± (so that the size of the jump at t = 0 equals IH), and{

E(t+ s;−T−1A) = E(t;−T−1A)E(s;−T−1A), t, s > 0,
E(t+ s;−T−1A) = −E(t;−T−1A)E(s;−T−1A), t, s < 0.

Hence, E(·;−T−1A) has all of the properties of a strongly continuous (and in fact
analytic) bisemigroup on H except for its exponential decay as t→ ±∞. Only for
T (and hence A−1T ) bounded the operator −T−1A is exponentially dichotomous
and in fact generates an analytic bisemigroup.

Now suppose A is nonnegative selfadjoint but has a nontrivial kernel. We
have the following simple result [152, 153, 77], which can also be derived from
Proposition 6.1 in the next chapter.

Proposition 5.4. Let A be nonnegative selfadjoint and T bounded. Then T−1A does
not have purely imaginary eigenvalues. Further, if (T−1A)nx = 0 for some n ∈ N

and x ∈ H, then (T−1A)2x = 0.

Proof. Suppose Ax = λTx, where Reλ = 0. Then

0 ≤ 〈Ax, x〉 = λ〈Tx, x〉.
Then either λ �= 0 and 〈Ax, x〉 = 〈Tx, x〉 = 0, or λ = 0 and 〈Ax, x〉 = 0. In
the former case we have 0 = 〈Ax, x〉 = ‖A1/2x‖2 and therefore Tx = (1/λ)Ax =
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(1/λ)A1/2(A1/2x) = 0 and hence x = 0. Consequently, T−1A does not have purely
imaginary eigenvalues.

In the latter case, suppose x, y, z ∈ H are such that

Ax = Ty, Ay = Tz, Az = 0.

Then

‖A1/2y‖2 = 〈Ay, y〉 = 〈Tz, y〉 = 〈z, T y〉 = 〈z,Ax〉 = 〈Az, x〉 = 0,

implying that Tz = Ay = A1/2(A1/2y) = 0 and hence z = 0. Therefore, Ax = Ty
and Ay = 0. Consequently,

Ker (T−1A)3 = Ker (T−1A)2,

which completes the proof. �

Defining H0 as in Subsection 5.2.1, we have

H0 = Ker (T−1A)2.

Actually, in the example of (5.4)–(5.6), where H = L2(−1, 1) and (Af)(µ) =
f(µ) − a

2

∫ 1

−1 f(µ′) dµ′, we have A invertible unless a = 1. In that case

H0 = {c1 + c2µ : c1, c2 ∈ C}
is a two-dimensional subspace of L2(−1, 1).

5.2.3 Identity plus compact collision operator

Suppose T is bounded and A = I − B is a compact additive perturbation of
the identity. Assume T−1A does not have zero or purely imaginary eigenvalues.
Then −T−1A generates an analytic bisemigroup. Applying the inverse Laplace
transform to (5.14) we obtain the vector-valued integral equation

E(t,−T−1A)x+
∫ ∞

−∞
H(t− τ)BE(τ ;−T−1A)xdτ = E(t;−T−1)x, (5.20)

where 0 �= t ∈ R and x ∈ H . Then the exponential dichotomy of −T−1 and −T−1A
implies that there exists ρ > 0 such that, for c ∈ [−ρ, ρ], both ec(·)E(·;−T−1)x
and ec(·)E(·;−T−1A)x belong to L2(R, H) for any x ∈ H . Thus, for c ∈ (−ρ, ρ),
both ec(·)E(·;−T−1)x and ec(·)E(·;−T−1A)x belong to L1(R, H) for any x ∈ H .

Proposition 5.5. Let T be bounded and suppose T−1A does not have zero or purely
imaginary eigenvalues. Then for any 0 �= t ∈ R the linear operators

E(t;−T−1A) − E(t;−T−1)

are compact.
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Proof. Write (5.20) in the form

D(t)xdef=E(t,−T−1A)x− E(t;−T−1)x=−
∫ ∞

−∞
H(t− τ)BE(τ ;−T−1A)xdτ,

where 0 �= t ∈ R and x ∈ H . Note that the expressions on either side belong to
L1(R, H). Applying the Fourier transform we have∫ ∞

−∞
e−λtD(t) dt = −(I − λT )−1BW (λ)−1(I − λT )−1T, (5.21)

where the integral in the left-hand side exists and is absolutely convergent in the
operator norm. This easily follows from the fact that −T−1 and −T−1A gener-
ate analytic bisemigroups on H . Further, the expression obtained is a compact
operator irrespective of the choice of imaginary λ.

Let K(H) denote the Banach space of all compact operators on H , endowed
with the usual operator norm. Then K(H) is a closed two-sided ideal in L(H) and
L(H)/K(H) is a Banach algebra called the Calkin algebra. Projecting (5.21) onto
the Calkin algebra and applying an arbitrary continuous linear functional Φ on
L(H)/K(H) to the projected (5.21) we obtain∫ ∞

−∞
e−λtΦ([D(t)]) = 0, Φ ∈ (L(H)/K(H))∗,

where [D] def= D + K(H) ∈ L(H)/K(H). Observe that Φ can be moved inside the
integral, because the integral in the left-hand side of (5.21) is a Bochner integral
with respect to the operator norm. Also, the integrand Φ([D(·)]) is continuous
except for a strong jump continuity in t = 0. Consequently, Φ([D(t)]) = 0 for
0 �= t ∈ R, irrespective of the choice of Φ. But this means that D(t) is a compact
operator for all 0 �= t ∈ R, as claimed. �

The argument of the above proof does not go through if t = 0±. Thus if
Q± = ±E(0±;−T−1) and P± = ±E(0±;−T−1A), it is by no means clear if
P+ −Q+ is a compact operator. However, the integrals

A−1TE(t;−T−1A) − TE(t;−T−1) =




∫ ∞

t

D(τ) dτ, t ≥ 0,

−
∫ t

−∞
D(τ) dτ, t ≤ 0,

which are absolutely convergent Bochner integrals with respect to the operator
norm, show that, when applied for t = 0±, A−1TP+−TQ+ is a compact operator.
But then also T [P+ −Q+] is a compact operator.

The compactness of P+ − Q+ can be proved under an additional regularity
constraint as introduced in [151, 152] (also [77]).
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Proposition 5.6. Let T be bounded and suppose T−1A does not have zero or purely
imaginary eigenvalues. Assume in addition that

∃α ∈ (0, 1) : ImB ⊂ Im |T |α. (5.22)

Then P+ −Q+ is a compact operator.

Proof. Condition (5.22) implies that B = |T |αD for some α ∈ (0, 1) and D ∈
L(H). According to Proposition 5.1, we now have

‖H(t)B‖ =

{
O(|t|α−1), t→ 0,
O(e−|t|/‖T‖), t→ ±∞.

Hence, ∫ ∞

−∞
‖H(t)B‖ dt <∞. (5.23)

Now note that

I +
∫ ∞

−∞
e−λtH(t)B dt = I − (I − λT )−1B = W (λ), Reλ = 0,

which is invertible for each zero or imaginary λ (including λ = ±i∞). According to
the Allan-Bochner-Phillips Theorem 2.1, there exists a Bochner integrable function
F ∈ L1(R,L(H)) such that

W (λ)−1 = I −
∫ ∞

−∞
e−λtF (t) dt, Reλ = 0.

Thus

E(t;−T−1A) − E(t;−T−1) =
∫ ∞

−∞
F (t− τ)E(τ ;−T−1A) dτ, t ∈ R.

Using that F can be approximated by integrable K(H)-values step functions, where
K(H) is the Banach space of compact linear operators on H endowed with the
usual operator norm, it follows that E(t;−T−1A)−E(t;−T−1) is compact for any
t ∈ R, i.e., also for t = 0±. As a result, P+ −Q+ is a compact operator on H . �

If T is bounded and Condition (5.22) is satisfied, but T−1A may have zero
or imaginary eigenvalues, we choose β as in (5.17), where β does not have zero or
imaginary eigenvalues. Since the projection P0 has finite rank, the operator Bβ =
I −Aβ satisfies (5.22), provided ImP0 ⊂ Im |T |α for some α ∈ (0, 1). However, if
(T−1A− λ)x0 = 0 for some n ∈ N and Reλ = 0, there exist x0, x1, . . . , xn−1 ∈ H
such that

xj = T (λxj + xj+1) +Bxj (j = 0, 1, n− 2), xn−1 = (λT +B)xn−1,
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so that {x0, . . . , xn−1} ⊂ D(|T |α) for some α ∈ (0, 1). Hence, ImP0 ⊂ D(|T |α) for
some α ∈ (0, 1), as claimed.

Now observe that

E(t;−T−1Aβ) = E(t;− T−1A
∣∣
KerP0

)(I − P0) + e−tβ
−1
P0.

Putting P (β)
±

def= ±E(0±;−T−1Aβ), we see that P (β)
± −Q± as well as the difference

E(t;−T−1Aβ) − E(t;−T−1) for each t ∈ R are compact operators. Letting P±
stand for the projections P±

def= P
(β)
± (I − P0) which do not depend on β, we see

that P+ −Q+ is a compact operator on H . We now define

E(t;−T−1A) def= E(t;−T−1Aβ)(I − P0) + e
−T−1A|

Im P0P0,

which does not depend on β. Then E(t;−T−1A)−E(t;−T−1) is a compact oper-
ator for every t ∈ R.

5.3 Solving the boundary value problems

In this section we solve the boundary value problems (5.1)–(5.3) by reduction to
certain direct sum decompositions (for τ = +∞) or to the invertibility of a linear
operator (for τ finite). Throughout this section T is bounded, A is a compact
perturbation of the identity, B = I −A, and Condition (5.22) is satisfied.

5.3.1 Boundary value problems on a finite interval

First assume T−1A does not have zero or imaginary eigenvalues. Then the solution
of (5.1)–(5.3) (for finite τ) is given by

ψ(x) =
[
E(x;−T−1A) − E(x− τ ;−T−1A)

]
φ

for some φ ∈ H , where Vτφ = ϕ for ϕ = ϕ+ + ϕ−. Here

Vτφ
def= Q+

[
P+ + eτT

−1AP−
]
φ+Q−

[
P− + e−τT

−1AP+

]
φ = ϕ.

If T−1A has zero or imaginary eigenvalues, we have

ψ(x) =
[
E(x;−T−1A) − E(x− τ ;−T−1A)

]
(I − P0)φ+ e

−xT−1A|
Im P0P0φ

for some φ ∈ H , where Vτφ = ϕ. Here

Vτ
def= Q+

[
P+ + eτT

−1AP− + P0

]
+Q−

[
P− + e−τT

−1AP+ + e−τT
−1AP0

]
.

Thus the boundary value problem (5.1)–(5.3) (for finite τ) is uniquely solvable if
and only Vτ is invertible.

The next theorem implies that the boundary value problem (5.1)–(5.3) is
uniquely solvable (for finite τ) if A is nonnegative selfadjoint.
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Theorem 5.7. Let A be nonnegative selfadjoint. Then Vτ is invertible. Thus the
boundary value problem (5.1)–(5.3) is uniquely solvable for every ϕ± ∈ ImQ±.

Proof. Since H0 = Ker (T−1A)2, we have

Vτ =Q+

[
P+ + eτT

−1AP− + P0

]
+Q−

[
P− + e−τT

−1AP+ + (I − τT−1A)P0

]
.

Put H± = ImQ±, Hp = ImP+, and Hm = ImP−. Suppose Vτφ = 0, where
φ = φp+φm+φ0. Because of the selfadjointness of T−1A in the (degenerate) scalar
product (5.18), the vectors φp, φm, and φ0 are orthogonal also in the indefinite
scalar product [x, y]T = 〈Tx, y〉 (for x, y ∈ H). From φ ∈ KerVτ it follows that

[P+ + eτT
−1AP− + P0]φ ∈ H−, [P− + e−τT

−1AP+ + (I − τT−1A)P0]φ ∈ H+.

implying that

〈Tφp, φp〉 + 〈Te2τT−1AP−φm, φm〉 + 〈Tφ0, φ0〉 ≤ 0,

〈Tφm, φm〉 + 〈Te−2τT−1AP−φp, φp〉 + 〈T (I − τT−1A)φ0, φ0〉 ≥ 0.

Subtracting these two equations we obtain

〈A−1T [P+ − e−2τT−1AP+]φp, φp〉A
+ 〈A−1T [P− − e2τT

−1AP−]φm, φm〉A + τ〈Aφ0, φ0〉
= 〈T [P+ − e−2τT−1AP+]φp, φp〉 + 〈T [P− − e2τT

−1AP−]φm, φm〉
+ τ〈Aφ0, φ0〉 ≤ 0,

where each term in the left-hand side is nonnegative. Since each such term vanishes,
we obtain φp = φm = Aφ0 = 0. Thus φ ∈ KerA and therefore 0 = Vτφ =
[Q+P0 +Q−(I − τT−1A)P0]φ = φ, which implies that KerVτ = {0}.

To prove that I − Vτ is compact, we compute

Vτ − I = (Q+ −Q−)(P+ −Q+) +Q+[eτT
−1A − eτT

−1
Q−]

+Q−[e−τT
−1AP+ − e−τT

−1
Q+] + P0 − τQ−T−1AP0,

which is easily seen to be compact as a result of Propositions 5.5 and 5.6 and
dim ImP0 <∞. Consequently, Vτ is invertible. �

5.3.2 Boundary value problems on the half-line

First assume T−1A does not have zero or imaginary eigenvalues. Then the solution
of (5.1)–(5.3) (for finite τ) is given by

ψ(x) = E(x;−T−1A)φ,
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where φ ∈ ImP+ and Q+φ = ϕ+. If T−1A has zero or imaginary eigenvalues, we
have

ψ(x) = E(x;−T−1A)(I − P0)φ+
∑

λ∈σ(T−1A)
Reλ=0

e−λxφλ,

where φλ ∈ Ker (T−1A− λ) and

Q+


φ+

∑
λ∈σ(T−1A)

Reλ=0

φλ


 = ϕ+.

Theorem 5.8. The boundary value problem (5.1)–(5.3) (for τ = +∞) has a unique
solution if and only if

ImP++̇
⊕

λ∈σ(T−1A)
Reλ=0

Ker (T−1A− λ)


 +̇ImQ− = H. (5.24)

Proof. Let Hp+ denote the subspace in (5.24) between square brackets and let
H± = ImQ±. Then all solutions of the boundary value problem have the form

ψ(x) = E(x;−T−1A)φ, (5.25)

where φ ∈ Hp+ and Q+φ = ϕ+. Thus ϕ+ = φ−Q−φ ∈ [Hp++H−]∩H+. Moreover,
the solutions of the corresponding homogeneous boundary value problem (where
ϕ+ = 0) have the form (5.25), where ψ(0) ∈ Hp+ ∩H−. Since

H

Hp+ +H−
=

[Hp+ +H−] +H+

Hp+ +H−
� H+

[Hp+ +H−] ∩H+

in the sense of vector space isomorphism, we see that the solution exists for any
ϕ+ ∈ H+ if and only if Hp+ +H− = H , and that there exists at most one solution
if and only if Hp+ ∩H− = {0}. �

Suppose T−1A does not have zero or purely imaginary eigenvalues. Put Hp =
ImP+ andHm = ImP−. Then the necessary and sufficient condition for the unique
solvability of (5.1)–(5.3) for every ϕ+ ∈ H+ is that

Hp+̇H− = H.

Similarly, the necessary and sufficient condition for the unique solvability of its
counterpart on the negative half-line is

Hm+̇H+ = H.
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Now consider the linear operator

V = Q+P+ +Q−P−. (5.26)

With the help of Proposition 5.6 we easily prove

Lemma 5.9. Suppose T−1A does not have zero or purely imaginary eigenvalues.
Then

KerV = [Hp ∩H−]+̇[Hm ∩H+],
ImV = [Hp +H−] ∩ [Hm +H+].

Thus V is invertible if and only if

Hp+̇H− = H = Hm+̇H+. (5.27)

Further, I − V = Q+P− +Q−P+ = (Q− −Q+)(P+ −Q+) is a compact operator.

As a result, the invertibility of V is equivalent to the simultaneous unique
solvability of (5.1)–(5.3) and its counterpart for x ∈ R−. If A is positive selfadjoint
and hence (5.18) defines an equivalent scalar product in H with respect to which
A−1T is selfadjoint, then (5.27) is satisfied.

Indeed, if x ∈ Hp ∩H−, we have

x ∈ Hp ∩H− =⇒ 〈Tx, x〉︸ ︷︷ ︸
≤0, because x∈H−

= 〈A−1Tx, x〉A︸ ︷︷ ︸
≥0, because x∈Hp

,

x ∈ Hm ∩H+ =⇒ 〈Tx, x〉︸ ︷︷ ︸
≥0, because x∈H+

= 〈A−1Tx, x〉A︸ ︷︷ ︸
≤0, because x∈Hm

,

whence 〈Tx, x〉 = 0 for x ∈ Hp ∩H− and x ∈ Hm ∩H+, which implies that x = 0.
Since Hp∩H− = Hm∩H+ = {0} implies that KerV = {0}, we get the invertibility
of V and therefore the decompositions (5.27) with the help of the compactness of
I − V , as claimed.

The auxiliary operator V and the above proof of the injectivity of V have been
introduced in [83] when studying (5.4)–(5.6) for a ∈ (0, 1). The unique solvability
results for nonnegative definite A can be found in [151, 152, 77]. The more involved
results for the boundary value problem on the half-line if A is non-strictly positive
selfadjoint, are not given here.

5.4 Avoiding compactness assumptions

In [24] a method of studying the boundary value problem (5.1)–(5.3) for non-
negative selfadjoint A has been developed without assuming any compactness of
B = I − A. Instead, it suffices to assume that T is injective and selfadjoint and



5.4. Avoiding compactness assumptions 105

A is bounded and positive selfadjoint and has a closed range. The price to pay is
that the boundary value problems are solved in an extension of the given complex
Hilbert space H , namely in the completion HT of the domain D(T ) of T with
respect to the scalar product

〈x, y〉T = 〈|T |x, y〉, x, y ∈ D(T ). (5.28)

5.4.1 Bounded collision operators with closed range

Assuming A to be bounded positive selfadjoint with closed range, we follow the
method used in [77] with some simplifications. When adapted to the present sit-
uation, the following result appeared for the first time in [105], but also in [116].
We present the concise proof given in [28, Theorem 1.2].

Lemma 5.10. Suppose T is an injective selfadjoint operator on a complex Hilbert
space H. Let K and K̃ be bounded linear operators on H satisfying K[D(T )] ⊂
D(T ) and

TKx = K̃Tx, x ∈ D(T ).

Then K and K̃ extend to bounded linear operators on HT .

Proof. For x, y ∈ D(T ) we have

〈Kx, y〉T = 〈|T |Kx, y〉 = 〈(Q+ −Q−)TKx, y〉
= 〈(Q+ −Q−)K̃Tx, y〉 = 〈Tx, K̃∗(Q+ −Q−)y〉
= 〈x, (Q+ −Q−)K̃∗(Q+ −Q−)︸ ︷︷ ︸

written as K[∗]

y〉T .

Put sn = ‖(KK [∗])nx‖2
T for n = 0, 1, 2, . . . and x ∈ D(T ) with ‖x‖T = 1. Using

the symmetry of KK [∗] with respect to (5.28), we get for λ ∈ R,

0 ≤ ‖(KK [∗])n−1x+ λ(KK [∗])n+1x‖2
T = sn−1 + 2λsn + λ2sn+1.

Thus the discriminant of this quadratic polynomial in λ is nonpositive and there-
fore s0 = 1 and

(sn)2 ≤ sn−1sn+1, n ∈ N.

Hence,
s1 =

s1
s0

≤ s2
s1

≤ s3
s2

≤ s4
s3

≤ · · · ,
implying that

sn ≥ s1sn−1 ≥ (s1)2sn−2 ≥ · · · ≥ (s1)n, n ∈ N.

On the other hand,

2‖x‖2
T = 2〈|T |x, x〉 ≤ 2‖Tx‖ ‖x‖ ≤ ‖x‖2 + ‖Tx‖2 def= ‖x‖2

GT , x ∈ D(T ),
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where the graph norm ‖ ·‖GT turns D(T ) into a complex Hilbert space. Therefore,

sn = ‖(KK [∗])nx‖2
T ≤ 1

2
‖(KK [∗])nx‖2

GT

≤ 1
2
‖(KK [∗])n‖2

GT ‖x‖2
GT ≤ 1

2
‖K‖2n

GT‖K [∗]‖2n
GT ‖x‖2

GT .

Consequently, for x ∈ D(T ) with ‖x‖T = 1 we have

‖KK [∗]x‖2
T = s1 ≤ (sn)1/n ≤ 2−1/n

[
max(‖K‖, ‖K̃‖)

]4
‖x‖2/n

GT .

Letting n→ ∞ and taking arbitrary x ∈ D(T ) instead of x ∈ D(T ) with ‖x‖T = 1,
we obtain

‖KK [∗]x‖T ≤
[
max(‖K‖, ‖K̃‖)

]2
‖x‖T , x ∈ D(T ),

which in turns implies that

‖K [∗]x‖2
T = 〈KK [∗]x, x〉T ≤

[
max(‖K‖, ‖K̃‖)

]2
‖x‖2

T , x ∈ D(T ).

This proves the boundedness of K̃ = (Q+ −Q−)K [∗](Q+ −Q−) on HT . To prove
the boundedness ofK on HT , we repeat the above argument with K [∗]K instead of
KK [∗], using that K̃∗[D(T )] ⊂ D(T ) and TK̃∗x = K∗Tx for any x ∈ D(T ). �

Following the proof of Lemma 5.10 it is easy to show that bounded linear
operators K and K [∗] on D(T ) (with respect to the graph norm) satisfying

〈Kx, y〉T = 〈x,K [∗]y〉T , x, y ∈ D(T ),

have the property that K and K̃
def= (Q+ − Q−)(K [∗])∗(Q+ − Q−) (where the

asterisk denotes the adjoint in H) extend to bounded linear operators on HT .
The invertibility of Q+ − Q− on HT then implies that also (K [∗])∗ extends to a
bounded linear operator on HT .

We now have the following result [24].

Theorem 5.11. Let T be an injective and selfadjoint operator and A a bounded and
positive selfadjoint operator with closed range, both defined on the complex Hilbert
space H. Then the operator V defined by (5.26) extends to an invertible operator
on HT . Therefore, the vector-valued differential equation

ψ′(x) = −T−1Aψ(x), 0 < x <∞, (5.29)

with boundary conditions{
‖Q+ψ(x) − ϕ+‖T = 0, x→ 0+,

‖ψ(x)‖T = O(1), x→ +∞,
(5.30)

has a unique solution in HT for every ϕ+ ∈ Q+[HT ].
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Proof. Put

W
def= 2V − I = (Q+ −Q−)(P+ − P−),

W̃
def= 2Ṽ − I = (Q+ −Q−)(P̃+ − P̃−),

where P̃± = AP±A−1 and Ṽ = Q+P̃+ + Q−P̃−. Then P̃± are the spectral pro-
jections of TA−1 corresponding to its spectrum in R±. On D(T ) we obviously
have

TQ± = Q±T, TP± = P̃±T, TV = Ṽ T.

Therefore, using that

W−1 = (P+ − P−)(Q+ −Q−), W̃−1 = (P̃+ − P̃−)(Q+ −Q−),

we see from Lemma 5.10 that Q±, P±, P̃±, V , Ṽ , W , W̃ , W−1, and W̃−1 extend to
bounded linear operators on HT . Thus, the extensions of W and W̃ are invertible
on HT .

For x ∈ D(T ) we have

〈Wx, x〉T = 〈|T |(Q+ −Q−)(P+ − P−)x, x〉 = 〈T (P+ − P−)x, x〉
= 〈A−1T (P+ − P−)x, x〉A = 〈|A−1T |Ax, x〉A def= ‖x‖2

S ≥ 0,

where |A−1T |A = A−1T (P+ − P−) is the absolute value of A−1T with respect to
(5.18). Hence,

‖W 1/2x‖T = ‖x‖S ,
where W 1/2 is the positive square root of W with respect to (5.28). The invert-
ibility of W 1/2 on HT then implies the equivalence of the norms ‖ · ‖T and ‖ · ‖S
on HT .

Next, since W = 2V − I, we have

2〈V x, x〉T = ‖x‖2
T + ‖x‖2

S, x ∈ HT .

Therefore,

‖x‖2
T ≤ 2〈V x, x〉T ≤ (1 + ‖W 1/2‖2

T )‖x‖2
T = (1 + ‖W‖T )‖x‖2

T , x ∈ HT ,

which implies the invertibility of V on HT . �

We have in fact proved that the two scalar products

〈x, y〉T = 〈|T |x, y〉 = 〈T (Q+ −Q−)x, y〉, (5.31)

〈x, y〉S = 〈|A−1T |Ax, y〉A = 〈T (P+ − P−)x, y〉, (5.32)

are equivalent on D(T ). Hence their completions can be considered identical,
namely the extension space HT .
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Let us now discuss the boundary value problem for x ∈ (0, τ), where τ is
finite. Assuming A strictly positive definite, the linear operator Vτ determining
the unique solvability of the problem has the form

Vτ = Q+

[
P+ + eτT

−1AP−
]

+Q−
[
P− + e−τT

−1AP+

]
.

Hence for x ∈ D(T ) we have

〈Vτx, x〉T =
〈
T
[
P+ + eτT

−1AP−
]
x, x
〉
−
〈
T
[
P− + e−τT

−1AP+

]
x, x
〉

=
〈
|A−1T |A

[
I − e−τ |T

−1A|A
]
x, x
〉
A

=
〈[
I − e−τ |T

−1A|A
]
x, x
〉
S
≥ (1 − e−τ/M )‖x‖2

S ,

where σ(A−1T ) ⊂ [−M,M ]. Consequently, Vτ extends to an invertible operator
on HT . As a result, the vector-valued differential equation

ψ′(x) = −T−1Aψ(x), 0 < x < τ, (5.33)

with boundary conditions{
‖Q+ψ(x) − ϕ+‖T = 0, x→ 0+,

‖Q−ψ(x) − ϕ−‖T = 0, x→ τ−,
(5.34)

has a unique solution in HT for all ϕ± ∈ Q±[HT ].

5.4.2 Unbounded collision operators with closed range

Let us now assume that T is injective and selfadjoint and A is positive selfadjoint
with closed range on a complex Hilbert space H , while

HA
def= D(A1/2) ⊂ D(T ). (5.35)

Here we drop the boundedness assumption on A. However, since A is assumed to
be positive selfadjoint with closed range, the completion HA of its domain D(A)
with respect to the scalar product

〈x, y〉A = 〈Ax, y〉 (5.36)

in H coincides with D(A1/2) and differs from H if A is unbounded. We make the
technical assumption (5.35), since it is satisfied in the examples to be treated in
Chapter 6. It allows one to prove that A−1T is a bounded selfadjoint operator on
HA. We let P+ and P− stand for the orthogonal (with respect to (5.36)) projections
onto the maximal A−1T -invariant subspaces of HA on which A−1T is positive and
negative (with respect to (5.36)), respectively. As before, by Q± we denote the
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orthogonal projections of H onto the maximal T -invariant subspaces on which T
is positive and negative, respectively. Then Q± leave invariant D(T ).

In order to avoid introducing the completions HT of D(T ) with respect to
the scalar product (5.31) and HS of HA with respect to the scalar product (5.32)
independently, we first introduce HT +HS . In fact, we let HT +HS stand for the
completion of HA with respect to the scalar product

〈x, y〉 = inf
x=x1+x2
y=y1+y2

x1,x2,y1,y2∈HA

(〈x1, y1〉T + 〈x2, y2〉S) .

As in Subsection 5.4.1, we define HT as the completion of D(T ) (within HT +HS)
with respect to the scalar product (5.31). Then T extends to an injective selfadjoint
operator on HT , as do the projections Q±. We let HS stand for the completion
of HA (within HT + HS) with respect to the scalar product (5.32). Then A−1T
extends to a bounded selfadjoint operator on HS , as do the projections P±. Note
that, as a result of (5.35),

W = (Q+ −Q−)(P+ − P−)

now makes sense as a linear operator from HA into HT .
The relations between the various spaces are generally given by the following

diagram:

D(T )
imbedding−−−−−−→ HT

imbedding

<
HA

imbedding−−−−−−→ HS




imbedding−−−−−−→ HT +HS

5.4.2.a General results Let us now prove the boundedness of A−1T on various
spaces to enable us to list some of the spaces on which −T−1A is exponentially
dichotomous.

Proposition 5.12. Let T be an injective and selfadjoint and A positive selfad-
joint with closed range, both defined on the complex Hilbert space H, such that
HA

def= D(A1/2) ⊂ D(T ). Then the operator A−1T is bounded on each of the
spaces HA, D(T ) (with graph norm), HT , and HS. Moreover, −T−1A is the gen-
erator of an analytic bisemigroup with separating projection P− on either of the
spaces HA and HS.

Proof. Using the Closed Graph Theorem one proves with the help of (5.35) that
TA−1/2 ∈ L(H). Hence, A−1/2TA−1/2 ∈ L(H). Since A−1/2 : H → HA is an
isometry, we conclude that A−1T ∈ L(HA). The injectivity and selfadjointness of
A−1T on HA then imply that −T−1A generates an analytic bisemigroup on HA

with separating projection P− = −E(0−;−T−1A).
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Now observe that E(t;−T−1A) (for 0 �= t ∈ R), A−1T , and P± commute
with A−1T . Then Lemma 5.10 implies that all of these operators have a bounded
extension to HS . Further, −T−1A generates an analytic bisemigroup on HS .

Next, we observe that for x ∈ D(T ) the vector A−1Tx ∈ D(T ). Now let
{xn}∞n=1 be a sequence in D(T ) such that

lim
n→∞ ‖xn − x‖GT = lim

n→∞ ‖A−1Txn − y‖GT = 0,

where we recall that ‖·‖GT is the graph norm on D(T ). Then ‖xn−x‖, ‖Txn−Tx‖,
‖A−1Txn− y‖, and ‖TA−1Txn−Ty‖ all vanish as n→ ∞. The second and third
identity imply that y = A−1Tx, as a result of the boundedness of A−1 on H .
Therefore, A−1T is a closed operator on D(T ) and hence bounded on D(T ).

Now note that for x, y ∈ D(T ),

〈A−1Tx, y〉T = 〈x, (Q+ −Q−)A−1T (Q+ −Q−)〉T .
Using the remark following the proof of Lemma 5.10 it follows that A−1T extends
to a bounded linear operator on HT . �

We now have the following result (essentially found in [78]).

Theorem 5.13. Let T be an injective and selfadjoint operator and A a positive
selfadjoint operator with closed range, both defined on the complex Hilbert space
H, such that HA

def= D(A1/2) ⊂ D(T ). Then the inverse of the operator V defined
by (5.26) extends to a bounded linear operator from HT into HS . Therefore, the
vector-valued differential equation

ψ′(x) = −T−1Aψ(x), 0 < x <∞, (5.37)

with boundary conditions{
‖ψ(x) − V −1ϕ+‖S = o(1), x→ 0+,

‖ψ(x)‖S = O(1), x→ +∞,
(5.38)

has a unique solution in HS for every ϕ+ ∈ Q+[HT ].

We omit the proof. In fact, it suffices to observe that V = 1
2 (I +W ) satisfies

the identity
2〈V x, x〉T = ‖x‖2

T + ‖x‖2
S, x ∈ HA,

implying that

‖x‖T ‖x‖S ≤ 1
2
(‖x‖2

T + ‖x‖2
S) ≤ ‖V x‖T ‖x‖T , x ∈ HA,

so that
‖x‖S ≤ ‖V x‖T , x ∈ HA.
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5.4.2.b Equivalence of the norms Let us now derive conditions for the Hilbert
spaces HT and HS to coincide. We begin with the following elementary result due
to Beals [24, 25] (also [77, Chapter II]). Here we observe that the equivalence of
(a), (b) and (c) below has not been stated in [24, 25, 77] but appears instead in
[131]. Similar results have appeared in [130, 131] under the additional assumption
that A−1T is a compact operator on HA.

Theorem 5.14. The following statements are equivalent:

(a) HT = HS ;
(b) HT ⊂ HS ;
(c) HS ⊂ HT ;
(d) W extends to a bounded linear operator from HT into HT ;
(e) W extends to a bounded linear operator from HS into HT .

If any of these conditions is satisfied, then the operator W extends to a bounded
positive selfadjoint operator on HT such that

‖x‖S = ‖W 1/2x‖T , x ∈ HT . (5.39)

If the conditions (a)–(e) are satisfied, the relations between the various spaces
are given by the following diagram:

HA
imbedding−−−−−−→ D(T )

imbedding−−−−−−→ HT = HS

Proof. Obviously, condition (a) implies the other four conditions. Under Condi-
tion (a) the projections Q± and P± extend to bounded linear operators on the
coinciding spaces HT and HS , and hence so does W . It is then immediate that

〈Wx, y〉T = 〈T (P+ − P−)x, y〉 = 〈A−1T (P+ − P−)x, y〉A = 〈x, y〉S ,

where x, y ∈ HA, which implies (5.39).
Starting from Condition (d), we have

‖x‖2
S = 〈Wx, x〉T ≤ ‖Wx‖T ‖x‖T ≤ ‖W‖L(HT )‖x‖2

T , x ∈ HA,

which implies that HT ⊂ HS . Starting from Condition (e), we have

‖x‖2
S = 〈Wx, x〉T ≤ ‖Wx‖T ‖x‖T ≤ ‖W‖L(HS,HT )‖x‖S‖x‖T , x ∈ HA,

so that ‖x‖S ≤ ‖W‖L(HS,HT )‖x‖T for each x ∈ HA, implying that HT ⊂ HS .
Thus either of (d) and (e) implies (b).

Assume Condition (c). Let j be the continuous imbedding of HS into HT .
Then the identity

Wx = (Q+ −Q−)j(P+ − P−)x, x ∈ HS ,
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implies that W extends to a bounded operator from HS into HT and hence, by
the above, HT ⊂ HS . As a result, HT = HS .

Assume condition (b). Let j̃ be the continuous imbedding of HT into HS

and let W̃ = (P+ − P−)j̃(Q+ − Q−) be defined as a linear operator from HA(⊂
D(T ) ⊂ HT ) into HS . Clearly, W̃ extends to a bounded operator from HT into
HS . Further,

〈W̃x, y〉S = 〈T j̃ (Q+ −Q−)x︸ ︷︷ ︸
∈D(T )

, y〉 = 〈T (Q+ −Q−)x, y〉 = 〈x, y〉T ,

where x, y ∈ HA. We then estimate

‖x‖2
T ≤ ‖W̃‖L(HT ,HS)‖x‖T ‖x‖S, x ∈ HA,

and hence ‖x‖T ≤ ‖W̃‖‖x‖S for all x ∈ HA. Consequently, HS ⊂ HT , which
implies that HT = HS . �

The following example due to Kaper et al. [101] shows that HT and HS need
not coincide. Counterexamples involving an indefinite Sturm-Liouville problem
have been given by Pyatkov [131], Abasheeva and Pyatkov [1], Fleige [63, 64], and
Binding and Ćurgus [29].

Example 5.15. Put

T =
∞⊕
n=1

(
0 1
1 0

)
, A =

∞⊕
n=1

(
n 0
0 n3

)
,

on the Hilbert space H = �2. Then

Q± =
1
2

∞⊕
n=1

(
1 ±1
±1 1

)
, P± =

1
2

∞⊕
n=1

(
1 ±n

± 1
n 1

)
.

We easily verify that T (Q+ −Q−) is the identity operator and

T (P+ − P−) =
∞⊕
n=1

(
1
n 0
0 n

)
.

Hence HT and HS do not coincide nor do we have HT ⊂ HS or HS ⊂ HT . The
solution of the boundary value problem (5.37)–(5.38) is given by

e−xT
−1AV −1ϕ+ =

(
2n
n+ 1

cne
−n2x

(
1

1/n

))∞

n=1

,

where ϕ+ =
(
cn

(
1
1

))∞

n=1

for complex numbers cn with (cn)∞n=1 ∈ �2.
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We now derive a sufficient condition for the equivalent conditions of The-
orem 5.14 to hold true. This sufficient condition due to Beals [25] (also Ćurgus
[46]) regards certain operators X± which can be constructed explicitly for kinetic
equations where T−1A is an indefinite Sturm-Liouville problem (see Chapter 6).
Some version of this proposition, tailored towards (6.4), can be found in [22].

Proposition 5.16. Let T be an injective selfadjoint operator and A a positive self-
adjoint operator with closed range, both defined on a complex Hilbert space H, such
that HA

def= D(A1/2) ⊂ D(T ). Suppose there exist bounded linear operators X± on
HT such that the following conditions are satisfied:

(a) X±Q± = Q± and X±Q∓[HT ] ⊂ Q∓[HT ],
(b) X± and Y± leave invariant HA, where (Q+ −Q−)Y± is the adjoint of X± in

HT .

Then HT = HS.

Proof. Put Z = Y+X+ + Y−X−. Then condition (a) implies that

〈X+y,X+z〉T = 〈X−y,X−z〉T = 0, y ∈ Q+[HT ], z ∈ Q−[HT ]. (5.40)

Thus for x ∈ HT we have

‖x‖2
T = ‖Q+x‖2

T + ‖Q−x‖2
T = ‖X+Q+x‖2

T + ‖X−Q−x‖2
T

≤ ‖X+Q+x‖2
T + ‖X−Q−x‖2

T + ‖X+Q−x‖2
T + ‖X−Q+x‖2

T

(5.40)
= ‖X+Q+x‖2

T + ‖X−Q−x‖2
T + ‖X+Q−x‖2

T + ‖X−Q+x‖2
T

+ 〈X+Q+x,X+Q−x〉T + 〈X+Q−x,X+Q+x〉T
+ 〈X−Q+x,X−Q−x〉T + 〈X−Q−x,X−Q+x〉T
= ‖X+x‖2

T + ‖X−x‖2
T = 〈J(Y+X+ + Y−X−)x, x〉T = [Zx, x]T ,

where J = Q+ −Q−. Now put Jp = P+ − P−. For any x ∈ HA we have

‖X±e−t|T
−1A|Ax‖2

T = 〈(Q+ −Q−)Y±X±e−t|T
−1A|Ax, e−t|T

−1A|Ax〉T
= 〈A−1Te−t|T

−1A|Ax, Y±X±e−t|T
−1A|Ax〉A

= 〈Y±X±e−t|T
−1A|Ax,A−1Te−t|T

−1A|Ax〉A,
so that

− d

dt
‖X±e−t|T

−1A|Ax‖2
T = 〈X+|T−1A|Ae−t|T−1A|Ax,X+ e

−tT−1A|Ax〉T
+ 〈X+ e

−t|T−1A|Ax,X+|T−1A|Ae−t|T−1A|Ax〉T
= 〈Jp e−t|T−1A|Ax, Y±X±e−t|T

−1A|Ax〉A
+ 〈Y±X±e−t|T

−1A|Ax, Jp e−t|T
−1A|Ax〉A.
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Consequently, for every x ∈ HA we have

− d

dt

(
‖X+e

−t|T−1A|Ax‖2
T + ‖X−e−t|T

−1A|Ax‖2
T

)
= 〈Jp e−t|T−1A|Ax, Z e−t|T

−1A|Ax〉A + 〈Z e−t|T−1A|Ax, Jp e−t|T
−1A|Ax〉A

≤ 2‖Z‖L(HA)

(
‖e−t|T−1A|Ax‖A

)2

.

We now observe that Z has a restriction to HA that are bounded on HA. Thus
for every x ∈ HA we have

‖x‖2
T ≤ ‖X+x‖2

T + ‖X−x‖2
T

= −
∫ ∞

0

d

dt

(
‖X+e

−t|T−1A|Ax‖2
T + ‖X−e−t|T

−1A|Ax‖2
T

)
dt

≤ 2‖Z‖L(HA)

∫ ∞

0

(
‖e−t|T−1A|Ax‖A

)2

dt

= 2‖Z‖L(HA)

∫ ∞

0

〈e−2t|T−1A|Ax, x〉A dt

= ‖Z‖L(HA)〈|A−1T |Ax, x〉A = ‖Z‖L(HA)‖x‖2
S ,

which shows that HS ⊂ HT . Theorem 5.14 then implies that HT = HS . �

From the proof of Proposition 5.16 it follows that Z = Y+X+ + Y−X− is
a bounded linear operator on HT which is strictly positive with respect to the
indefinite scalar product [·, ·] and leaves invariant HA. C̀urgus [46] has shown the
existence of such an operator Z to be equivalent to the norm equivalenceHT � HS .
Of course, if HT � HS , then P+ − P− is such an operator.



Chapter 6

Indefinite Sturm-Liouville
Problems

In this chapter we apply the main results of Chapter 5 to kinetic equations which
upon separation of variables reduce to Sturm-Liouville eigenvalue problems with
an indefinite weight function. First second-order Sturm-Liouville problems are
discussed and then higher-order problems. Various illustrative examples are given.

6.1 Introduction

Indefinite Sturm-Liouville problems arise from a variety of kinetic equations having
the abstract form of (5.1)–(5.3), where A is a Sturm-Liouville differential operator
defined on a domain of suitable functions satisfying the boundary conditions and
T is the operator of multiplication by a weight function. Contrary to the case of
classical Sturm-Liouville theory, the weight function changes sign, which leads to
an eigenvalue equation of the form

(A− λT )x = 0,

where −T−1A turns out to be exponentially dichotomous (unless λ = 0 is an
eigenvalue).

The classical example is the Fokker-Planck equation for the Brownian motion
of a comparatively large particle in a fluid [65, 128] given by

v
∂ψ

∂x
=
∂2ψ

∂v2
− v

∂ψ

∂v
, (6.1)

where v ∈ R is velocity and x ∈ (0, τ) (with 0 < τ ≤ ∞) is position. Writing
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ψ(x, v) = exp(1
4v

2)Φ(x, v) we convert (6.1) into the diffusion equation

v
∂Φ
∂x

=
∂2Φ
∂v2

+
(

1
2
− 1

4
v2

)
Φ(x, v). (6.2)

A second example regards electron scattering [35]. The corresponding kinetic equa-
tion has the form

µ
∂ψ

∂µ
=

∂

∂µ

(
(1 − µ2)

∂ψ

∂µ

)
, (6.3)

where µ ∈ (−1, 1) is the direction cosine and x ∈ (0, τ) (with 0 < τ ≤ ∞) is
position. The third example regards the, to our knowledge, first mathematically
rigorous study of kinetic equations of indefinite Sturm-Liouville type [21, 22]. The
equation has the form

x
∂ψ

∂t
= (−1)n−1 ∂

2nψ

∂x2n
, (6.4)

where x ∈ (a, b) (with a < 0 < b), t ∈ (0, τ) (with 0 < τ ≤ ∞), and the 2n
boundary conditions (∂jψ/∂xj)(a, x) = (∂jψ/∂xj)(b, x) = 0 (j = 0, 1, . . . , n − 1)
are imposed. Our fourth example is rather artificial and has the form

sgn(µ)
∂ψ

∂x
=
∂2ψ

∂µ2
, (6.5)

where µ ∈ (−1, 1), x ∈ (0, τ) (with 0 < τ ≤ ∞), and ψ(x,−1) = ψ(1, µ) = 0. This
example has the convenience that virtually all computations can be done in closed
form without using special functions.

All of the equations (6.2)–(6.5) can be written in the form

w(v)
∂ψ

∂x
= −(Aψ)(x, v), (6.6)

where A is a nonnegative selfadjoint Sturm-Liouville differential operator on L2(I)
for some subinterval I of R having zero as an isolated eigenvalue of finite multi-
plicity and w(v) is a measurable real weight function such that {v ∈ I : w(v) = 0}
has zero measure. Let T stand for the injective selfadjoint operator of multiplica-
tion by w on H = L2(I) and put HT = L2(I; |w(v)|dv). Then we seek a strongly
differentiable function ψ : (0, τ) → HT such that

ψ′(x) = −T−1Aψ(x), 0 < x < τ, (6.7)

‖Q+ψ(x) − ϕ+‖T → 0, x→ 0+, (6.8){
‖Q−ψ(x) − ϕ−‖T → 0, x→ τ−, τ finite,
‖ψ(x)‖T = O(1), x→ ∞.

(6.9)

Under the condition that HA
def= D(A1/2) ⊂ D(T ) (satisfied if T is bounded, thus

for the equations (6.3)–(6.5); by inspection, also for (6.1) and (6.2)), we can treat



6.1. Introduction 117

the existence and uniqueness theory of the boundary value problems (6.7)–(6.9)
as an application of the theory of Subsection 5.4.2. Since A−1T is selfadjoint on
HA, there exists a resolution of the identity σ̃(·) on HA such that

A−1T =
∫
τ σ̃(dτ). (6.10)

The boundedness ofA−1T implies that there exists a compact subinterval [−M,M ]
of the real line such that σ̃([−M,M ]) is the identity operator on HA. As a result,
−T−1A is exponentially dichotomous (and is in fact the generator of an analytic
bisemigroup) on HA. Letting HS stand for the completion of HA = D(A1/2) with
respect to the scalar product

〈f, g〉S = 〈T (σ̃(R+) − σ̃(R−))f, g〉, (6.11)

we can extend the resolution of the identity σ̃(·) from HA to HS and prove that
A−1T extends to a bounded selfadjoint operator on HS . As a result, −T−1A
generates an analytic bisemigroup on HS . According to Theorem 5.14, the crux
of the existence and uniqueness theory for kinetic equations of indefinite Sturm-
Liouville type is to prove that the scalar products

〈f, g〉T =
∫
I

f(µ)g(µ)|w(µ)| dµ (6.12)

and (6.11) are equivalent on HA so that we can identify HT and HS .
The existence and uniqueness theory can be phrased in terms of certain

properties of T−1A as a positive selfadjoint operator with respect to the indefinite
scalar product

[f, g]T =
∫
I

f(µ)g(µ)w(µ) dµ (6.13)

in HT = L2(I; |w(µ)|dµ). In fact, the necessary and sufficient condition for having
a convenient existence and uniqueness theory is that T−1A admits a Spectral
Theorem with bounded (with respect to the norm ofHT ) resolution of the identity.
For this reason we shall first discuss the Spectral Theorem for positive selfadjoint
operators on a so-called Krein space and then return to the well-posedness theory
of kinetic equations of indefinite Sturm-Liouville type, proving in the process that,
unless zero is an eigenvalue of T−1A, the operator −T−1A generates an analytic
bisemigroup on HT = L2(I; |w(µ)|dµ).

When introducing the indefinite scalar product

[x, y]S = 〈A−1Tx, y〉A = 〈Tx, y〉
on HS , it appears that A−1T is selfadjoint (and in fact positive) with respect to
this scalar product.1 In fact,

[A−1Tx, x]S = 〈A−1Tx, Tx〉 = ‖A−1/2Tx‖2 ≥ 0, x ∈ HA.

1Here we used the boundedness of A−1T on HS , i.e., Proposition 5.12, to prove A−1T to be
selfadjoint rather than to be symmetric.
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The existence of the resolution of the identity σ̃ then also follows from the Spectral
Theorem of positive operators on a Krein space (cf. Subsection 6.2.1 below; also
[34]), where the resolution of the identity of A−1T does not have any singularities
(or, in terms of Krein space theory, the critical point at zero is regular) as a result
of the boundedness of P± = σ̃(R±) on HS .

A special complication is the presence of an isolated eigenvalue of T−1A
of finite algebraic multiplicity at zero in many applications (in fact, in (6.2)
and (6.3)). To modify the well-posedness theory of kinetic equations of indefinite
Sturm-Liouville type to accommodate for such eigenvalues, we need to consider
the indefinite scalar product

[x, y]T = 〈Tx, y〉 (6.14)

on KerA. The number of positive squares of (6.14) turns out to describe the
nonuniqueness in solving the boundary value problem (6.7)–(6.9) for τ = ∞.

6.2 Applying positive operators on Krein spaces

In this section we discuss the Spectral Theorem of positive selfadjoint operators
on a Krein space and relate it to the operators studied in Section 5.4.

6.2.1 Positive operators on Krein spaces

LetH be a complex Hilbert space with scalar product 〈·, ·〉 and let J be a signature
operator on H (i.e., a selfadjoint as well as unitary operator, in other words one
satisfying J = J∗ = J−1). Then there exist complementary orthogonal projections
Q± onH such that J = Q+−Q−. In fact, Q± = 1

2 (I±J). Now define the indefinite
scalar product [·, ·] by

[x, y] def= 〈Jx, y〉 = 〈Q+x,Q+y〉 − 〈Q−x,Q−y〉, x, y ∈ H. (6.15)

Then H equipped with the indefinite scalar product (6.15) is called a Krein space
with underlying Hilbert space H , fundamental symmetry J , and fundamental de-
composition

H = H++̇H−,

where H± = Q±[H ]. If dimH− = κ < ∞, then H is called a Krein space with κ
negative squares or a Πκ-space or a Pontryagin space. For a detailed account of
Krein spaces we refer to [108, 109, 10, 88, 34].

A vector x ∈ H is called J-positive, J-nonnegative, J-negative, J-nonposi-
tive, or J-neutral if [x, x] is positive, nonnegative, negative, nonpositive, or zero,
respectively. A linear subspaceM ofH is called J-nonnegative, J-nonpositive, or J-
neutral if every x ∈M is J-nonnegative, J-nonpositive, or J-neutral, respectively;
it is called J-positive or J-negative if every nonzero vector in M is J-positive or
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J-negative, respectively. A linear subspace M of H is called uniformly J-positive
if there exists a constant c > 0 such that [x, x] ≥ c‖x‖2 for each x ∈ M , and
uniformly J-negative if there exists a constant c > 0 such that [x, x] ≤ −c‖x‖2

for each x ∈ M . A linear subspace M of H is called J-indefinite if it contains
both J-positive and J-negative vectors. Two linear subspaces M and N of H are
called J-orthogonal if [x, y] = 0 for all x ∈M and y ∈ N ; J-neutral subspaces are
obviously J-orthogonal to themselves. We define the J-orthogonal complement of
M by

M [⊥] def= {x ∈ H : [x, y] = 0 for every y ∈M}.
Let S ∈ L(H). Then the J-adjoint S[∗] of S is the unique bounded linear

operator on H satisfying

[Sx, y] = [x, S[∗]y], x, y ∈ H. (6.16)

In other words, S[∗] = JS∗J . We call S ∈ L(H) J-selfadjoint if S[∗] = S, i.e., if
(JS)∗ = JS. We call S ∈ L(H) J-positive if [Sx, x] ≥ 0 for any x ∈ H . Obviously,
J-positive operators are J-selfadjoint. Finally, a bounded linear operator U on H
is called J-unitary if it is boundedly invertible and U−1 = U [∗] (or, in other words,
if U has a bounded inverse and UJU∗ = U∗JU = J).

The following result is well known (e.g., [108, 34]).

Proposition 6.1. The spectrum of a J-positive linear operator S ∈ L(H) on a
Krein space H with fundamental symmetry J is real. Moreover,{

Ker (λ− S)2 = Ker (λ− S), 0 �= λ ∈ R,

KerS3 = KerS2.

Proof. Let 0 �= λ ∈ R and consider vectors x, y ∈ H such that Sx = λx + y and
Sy = λy. Then

〈JSy, y〉 = [Sy, y] = λ[y, y] = λ([Sx, y] − λ[x, y])

= λ([x, Sy] − λ[x, y]) = λ2[x, y] − λ2[x, y] = 0.

Since JS is nonnegative selfadjoint on the underlying Hilbert space, we have JSy =
0 and hence λy = 0. For 0 �= λ ∈ R we get y = 0 and hence Ker (S − λ)2 =
Ker (S − λ). For λ = 0 we consider vectors x, y, z ∈ H such that Sx = y, Sy = z,
and Sz = 0. We now proceed as follows:

〈JSy, y〉 = [Sy, y] = [z, y] = [z, Sx] = [Sz, x] = 0,

which implies that JSy = 0. But then z = J(JSy) = 0, which in turn implies that
KerS3 = KerS2. �

We now state without proof the Spectral Theorem for J-positive operators
on a Krein space [106, 109, 91, 34].
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Theorem 6.2. Let S ∈ L(H) be a J-positive operator on a Krein space. Then
there exists a unique operator function E : R \ {0} → L(H), the so-called spectral
function of S, having the following properties:

1) E(λ) is a J-orthogonal projection for each 0 �= λ ∈ R;

2) E(λ1)E(λ2) = E(min(λ1, λ2)) for λ1, λ2 ∈ R \ {0};
3) E(λ)[H ] is a uniformly J-positive subspace for λ > 0 and a uniformly J-

negative subspace for λ < 0;

4) There exist m,M ∈ R with m < 0 and M > 0 such that E(λ) = 0 for λ ≤ m
and E(λ) = I for λ ≥M ;

5) ‖E(λ)x − E(µ)x‖ → 0 as µ→ λ−, for every x ∈ H;

6) SE(λ) = E(λ)S for each 0 �= λ ∈ R;

7) For every 0 �= λ ∈ R we have

σ
(
S|E(λ)[H]

)
⊂ (−∞, λ], σ

(
S|(I−E(λ))[H]

)
⊂ [λ,+∞).

Instead of condition 5) we also have the existence of the right strong limits:

5′) ‖E(λ+)x− E(µ)x‖ → 0 as µ→ λ+, for every x ∈ H,

where E(λ) = E(λ+) if and only if λ is not an eigenvalue of S. Further, the closed
linear subspace (E(λ2) − E(λ1))[H ] is J-indefinite for λ1 < 0 < λ2.

The spectral function allows one to represent S as follows:

Sx = S0x+
∫ ∞

−∞
λdE(λ)x, x ∈ H, (6.17)

where S0 ∈ L(H) satisfies S2
0 = 0 and the integral is improper at λ = 0. In fact,

for every x ∈ H we have

Sx = S0x+ lim
t→0−

∫ t

−∞
λdE(λ)x + lim

t→0+

∫ ∞

t

λdE(λ)x,

where S0[E(λ2) − E(λ1)] = 0 for λ1, λ2 ∈ R with λ1λ2 > 0. We now define the
closed linear subspace

Z0(S) =
⋂

λ1<0<λ2

(E(λ2) − E(λ1))[H ].

Then S and S0 leave invariant Z0(S) and have the same restriction on Z0(S) whose
square vanishes. In general, Z0(S) is a J-indefinite subspace of H .
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We have to distinguish between two situations:

I. For every x ∈ H the one-sided limits of E(λ)x exist, both as λ → 0+ and
as λ → 0−. In that case the spectral function can be extended to a spectral
function E : R → L(H) in a natural way and

Z0(S) = (E(0+) − E(0−))[H ].

In this case we call λ = 0 a regular critical point of S. By the Banach-
Steinhaus Theorem, the set {E(λ) : 0 �= λ ∈ R} is bounded in L(H).

II. There exists x ∈ H for which at least one of the one-sided limits of E(λ)x as
λ→ 0+ or as λ→ 0− does not exist. In this case λ = 0 is called an irregular
critical point of S. As a result, the set {E(λ) : 0 �= λ ∈ R} is unbounded in
L(H).

It can easily be shown that −S−1 is exponentially dichotomous on H if S is
a bounded J-positive operator on H such that KerS = {0} and λ = 0 is a regular
critical point of S. The strongly continuous bisemigroup generated by −S−1 is
then given by

E(t;−S−1)x =




∫ ∞

0

e−t/λ dE(λ)x, t > 0,

−
∫ 0

−∞
e−t/λ dE(λ)x, t < 0.

(6.18)

Theorem 6.2 has been generalized to so-called definitizable operators, i.e.,
to operators S on a Krein space such that p(S) is J-positive for some nontrivial
polynomial p [106, 109, 91, 34]. The nonreal spectrum of definitizable operators is
symmetric with respect to the real line and consists of a finite number of eigen-
values of finite algebraic multiplicity.

6.2.2 Applications

Let T be an injective selfadjoint operator and A a positive selfadjoint operator
with closed range, both defined on the complex Hilbert space H , satisfying HA

def=
D(A1/2) ⊂ D(T ). Then the completion HT of D(T ) with respect to the scalar
product

〈x, y〉T = 〈|T |x, y〉
is a Krein space with respect to the indefinite scalar product2

[x, y]T = 〈Tx, y〉 = 〈(Q+ −Q−)x, y〉T , (6.19)

2Here we assume that T and A−1T have both positive and negative spectrum.



122 Chapter 6. Indefinite Sturm-Liouville Problems

where J = Q+ − Q− is the fundamental symmetry. Analogously, the completion
HS of HA (which is a Hilbert space with respect to the scalar product 〈x, y〉A =
〈A1/2x,A1/2y〉) with respect to the scalar product

〈x, y〉S = 〈|A−1T |Ax, y〉A
is a Krein space with respect to the indefinite scalar product2

[x, y]S = 〈A−1Tx, y〉A = 〈(P+ − P−)x, y〉S , (6.20)

where Jp = P+−P− is the fundamental symmetry. Moreover, S = A−1T is positive
selfadjoint with respect to either indefinite scalar product (6.19) or (6.20).1 We
have shown in Subsection 5.4.2 that P± are bounded on HS , implying that λ = 0
is a regular critical point of A−1T on HS . However, for λ = 0 to be a regular
critical point of A−1T on HT it is necessary and sufficient that P± extend from
HA to bounded linear operators on HT . This is the case if and only if HT = HS

(see Theorem 5.14).
Let us now generalize Subsection 5.4.2. Let T be an injective selfadjoint

operator and A a nonnegative selfadjoint operator with closed range, both defined
on a complex Hilbert space H , such that

HA
def= D(A1/2) ⊂ D(T ). (6.21)

Let Z0 be the linear subspace of H consisting of all eigenvectors and generalized
eigenvectors of T−1A at any zero eigenvalue. Then x0 ∈ Z0 whenever there exist
vectors x1, . . . , xm−1 ∈ H such that x0, . . . , xm−2 ∈ D(A), x1, . . . , xm−1 ∈ D(T ),
Axk = Txk+1 (k = 0, 1, . . . ,m − 2), and Axm−1 = 0. Then, by assumption,
x0 ∈ D(A) ⊂ D(A1/2) ⊂ D(T ) and therefore

Z0 ⊂ D(T ).

Mimicking the proof of Proposition 6.1, it appears that

Z0 = Ker (T−1A)2 ⊂ D(T ).

We shall assume the following:

A. KerA has finite dimension, and

B. λ = 0 is an isolated point of the spectrum of T−1A.

Then Z0 has finite dimension. Letting {λ ∈ C : 0 < |λ| ≤ ε} ∩ σ(T−1A) = ∅, we
define [149, 69]

P0 =
−1
2πi

∮
|λ|=ε

(A− λT )−1T dλ, P ∗
0 =

−1
2πi

∮
|λ|=ε

T (A− λT )−1 dλ.



6.2. Applying positive operators on Krein spaces 123

Then P0 and P ∗
0 are bounded projections on H such that Z0 = ImP0 ⊂ D(T ) and

TP0 = P ∗
0 T . Consequently, as a result of Lemma 5.10, P0 and P ∗

0 extend from
D(T ) to bounded linear operators on HT .

Now let Z†
0 = ImP ∗

0 , Z1 = KerP0, and Z†
1 = KerP ∗

0 . Then Z1 is the or-
thogonal complement of Z†

0 and Z†
1 is the orthogonal complement of Z0 (in H),

while

T [Z0] = Z†
0 , T [Z1 ∩ D(T )] = Z†

1 , (6.22)

A[Z0] ⊂ Z†
0 , A[Z1 ∩ D(A)] = Z†

1 . (6.23)

The following useful lemma can be found in [152, 77].

Lemma 6.3. Let β be an invertible operator on Z0 such that

〈Tβ−1x, x〉 ≥ 0, x ∈ Z0. (6.24)

Then
Aβ = A|Z1

+̇ (Tβ−1)
∣∣
Z0

is a nonnegative selfadjoint operator on H with closed range and zero kernel such
that HAβ

def= D(A1/2
β ) ⊂ D(T ). Moreover,

A−1
β T =

(
T−1A

∣∣
Z1

)−1

+̇β. (6.25)

Proposition 6.1 implies that the spectrum of β consists of a finite number of
nonzero eigenvalues. Since Z0 ⊂ D(A1/2) ⊂ D(T ), we have D(A1/2

β ) = D(A1/2).

We therefore define HAβ
as D(A1/2

β ) = D(A1/2) endowed with the scalar product

〈x, y〉Aβ
= 〈Aβx, y〉, x, y ∈ D(Aβ) = D(A);

then A−1
β T is bounded, injective, and selfadjoint on HAβ

. Now let σ̃β stand for
the resolution of the identity of A−1

β T and let P±,β = σ̃β(R±). Then (6.25) implies
that P±,β(I − P0) do not depend on β. Now let

〈x, y〉Sβ
= 〈|A−1

β T |Aβ
x, y〉Aβ

= 〈T (P+,β − P−,β)x, y〉, x, y ∈ HAβ
.

LetHSβ
be the completion ofHAβ

with respect to this scalar product. Then A−1
β T ,

P±,β, and P0 extend to bounded selfadjoint operators on HSβ
, where P±,β(I−P0)

do not depend on β. Moreover,A−1
β T is bounded, injective, and positive selfadjoint

on HSβ
with respect to the indefinite scalar product

[x, y]Sβ
= 〈Tx, y〉, x, y ∈ HAβ

,

where λ = 0 is a regular critical point of A−1
β T (on HSβ

). By contrast, A−1
β T is

bounded, injective, and positive selfadjoint on HT with respect to the indefinite
scalar product

[x, y]T = 〈Tx, y〉, x, y ∈ D(T ),
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but the critical point λ = 0 of A−1
β T (on HT ) might be irregular. It is regular if

and only if HT = HSβ
, in agreement with Theorem 5.14.

The finite-dimensional subspace Z0 of HAβ
, HT , or HSβ

can be equipped
with the indefinite scalar product

[x, y] = 〈Tx, y〉, x, y ∈ Z0,

with respect to which β is positive (cf. (6.24)). Now let

Z±
def=
(
P±,β(I − P0)[HAβ

] +Q∓[D(T )]
) ∩ Z0, (6.26)

Z
(T )
±

def=
(
P±,β(I − P0)[HSβ

] +Q∓[HT ]
) ∩ Z0. (6.27)

Note that neither subspace of Z0 depends on β. The finite dimensionality of Z0

and the fact that HAβ
is dense in HSβ

and D(T ) is dense in HT , imply that Z±
and Z(T )

± coincide.

Lemma 6.4. The subspaces Z+ and Z− are uniformly positive and uniformly neg-
ative, respectively, and

Z++̇Z− = Z0. (6.28)

Proof. Let x0 ∈ Z0 have the form x0 = xp + x−, where xp ∈ ImP+,β(I − P0) and
x− ∈ ImQ−, where we take either definition of the image implied by (6.26). Then
(6.22) implies that 〈Tx0, xp〉 = 0, Therefore,

[xp, xp]Sβ︸ ︷︷ ︸
nonnegative,
zero iff xp=0

+[x0, x0] = [x−, x−]︸ ︷︷ ︸
nonpositive,

zero iff x−=0

.

Thus [x0, x0] ≤ 0, while [x0, x0] = 0 iff xp = x− = 0. Since ImP+,β(I − P0) ∩
ImQ− = {0}, we have [x0, x0] = 0 iff x0 = 0. Thus Z+ is uniformly positive.
Similarly one proves that Z− is uniformly negative.

From (6.22) and (6.23) it is easily shown that the orthogonal complement of
Z± in Z0 is Z∓. In fact,

(Z±)[⊥] =
(
(P∓,β + P0)[HAβ

] ∩Q±[D(T )]
)

+ (I − P0)[HAβ
] ∩ Z0

= P∓,β [HAβ
] ∩Q±[D(T )] ∩ Z0 = Z∓,

because Z± ⊂ Z
(T )
0 and Z0 has finite dimension. �

It is now straightforward to compute the dimensions of Z±. Indeed, let de-
composition KerA be as follows:

KerA = M−︸︷︷︸
negative

+̇ M0︸︷︷︸
neutral

+̇ M+︸︷︷︸
positive

,
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Table 6.1: The spaces KerA and Z0 and the dimensions of the maximal positive,
negative and neutral subspaces of KerA for various kinetic equations.

example m0 m+ m− KerA Z0

Eq. (5.4)
(0 < a < 1)

0 0 0 {0} {0}
Eq. (5.4)
(a = 1) 1 0 0 constant functions linear polynomials

Eq. (5.7) 1 0 0 const.e−v
2/2 (c1 + c2v)e−v

2/2

Eq. (6.2) 1 0 0 const.e−v
2/4 (c1 + c2v)e−v

2/4

Eq. (6.3) 1 0 0 constant functions linear polynomials
Eq. (6.4) 0 0 0 {0} {0}
Eq. (6.5) 0 0 0 {0} {0}

where the three subspaces in the decomposition are orthogonal. Then the dimen-
sions m− of M−, m0 of M0, and m+ of M+ are invariants that do not depend on
the specific choice of the decomposition, while

dimZ± = m± +m0. (6.29)

6.3 Sturm-Liouville operators of second order

In this section we discuss second-order Sturm-Liouville differential operators de-
fined on a bounded or unbounded subinterval I = (a, b) of R. First we treat the
case in which the weight function is almost everywhere positive and review classi-
cal Sturm-Liouville theory. Next, we discuss the case of indefinite weight functions
and prove the unique solvability of the corresponding boundary value problems
(6.7)–(6.9). In the process we prove that the sufficient conditions of Proposition
5.16 are satisfied under very weak assumptions on the behavior of the indefinite
weight function near its sign changes.

The creation of this chapter has primarily been inspired by the work of Beals
[25] and the objective of supplying an application of exponentially dichotomous op-
erators. This has made it imperative that any zero spectrum of T−1A be an isolated
eigenvalue of finite algebraic multiplicity. From this limited point of view, imposing
the assumption (6.21) is natural and allows us to link this chapter to the theory ex-
pounded in Section 5.4. There also is the additional bonus of avoiding the intricate
selfadjoint extension problem of symmetric linear operators on Krein spaces.

In recent years Sturm-Liouville operators T−1A with an indefinite weight
function (such that T is the multiplication by the weight function) have also been
studied in situations in which A is selfadjoint with closed range but no longer
positive [48, 26, 9]. In these situations the boundary conditions may depend on the
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spectral parameter [30, 27]. One of the basic research questions has been to prove
that the operator T−1A is definitizable and hence allows for a Spectral Theorem.
In this chapter we shall not deal with indefinite Sturm-Liouville problems of such
generality.

6.3.1 Positive weight functions

Following [162], by a Sturm-Liouville differential expression of the second order
we mean

(τf)(µ) =
1

w(µ)

{
− (p(µ)f ′(µ))′ + q(µ)f(µ)

}
in (a, b), (6.30)

where I = (a, b) is an arbitrary bounded or unbounded interval. We make the
following assumptions:3

(a) p, q, and w are real measurable functions such that {1/p, q, w} ⊂ L1
loc(a, b),

i.e., such that 1/p, q, and w are integrable on each compact subinterval of
(a, b),

(b) p(µ) > 0 and w(µ) > 0 for almost every µ ∈ (a, b).

Many proofs in [162] run more smoothly if we replace (a) and (b) by the following
stronger assumptions:2

(a′) q and w are piecewise continuous real functions on (a, b), while p is continuous
and piecewise C1,

(b′) we have p(µ) > 0 and w(µ) > 0 for all µ ∈ (a, b).

Let g : (a, b) → C be measurable and let λ ∈ C. Then a function f : (a, b) → C is
called a solution of the equation

(τ − λ)f = g

if f and pf ′ are absolutely continuous4 and

−(pf ′)′(µ) + (q(µ) − λw(µ))f(µ) = w(µ)g(µ)

for almost every µ ∈ (a, b).
On the Hilbert space L2(I;w dµ) we define the maximal operator AM by

D(AM ) =

{
f ∈ L2(I;w dµ) :

f, pf ′ are absolutely continuous in I
τf ∈ L2(I;w dµ)

}
,

AMf = τf.

We define A′
m as the restriction of AM to

D(A′
m) = {f ∈ D(AM ) : f has compact support in I}.

3We deviate from [162] by taking p positive instead of either positive or negative.
4Under the assumptions (a′) and (b′), the function pf ′ is absolutely continuous if and only if f ′
is absolutely continuous.
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Then A′
m is a symmetric operator on L2(I;w dµ) having at least one selfadjoint

extension. Thus we can define the minimal operator

Am = A′
m

as the minimal closed extension of A′
m. Given f, g : (a, b) → C such that pf ′, pg′

are absolutely continuous, we have for [α, β] ⊂ (a, b) the Lagrange identity∫ β

α

{
(τf)(µ)g(µ) − f(µ)(τg)(µ)

}
w(µ) dµ = [f, g]β − [f, g]α

def= [f, g]βα,

where [f, g]µ
def= f(µ)(pg′)(µ) − (pf ′)(µ)g(µ) for µ ∈ (a, b). Thus for f, g ∈ D(AM )

the limits of [f, g]µ as µ→ a+ and µ→ b− exist and are finite, while in L2(I;w dµ)
we have

〈AMf, g〉 − 〈f,AMg〉 = [f, g]ba.

An extension A of A′
m (or of Am) is selfadjoint if and only if

D(A) = {g ∈ D(AM ) : [f, g]ba = 0 for each f ∈ D(A)}.
The Sturm-Liouville differential expression (6.30) is called regular at a if

a > −∞ and {1/p, q, w} ⊂ L1(a, c) for any c ∈ (a, b), and singular at a if it
is not regular at a. The expression (6.30) is called regular at b if b < +∞ and
{1/p, q, w} ⊂ L1(c, b) for any c ∈ (a, b), and singular at b if it is not regular
at b. The expression (6.30) is called regular if it is regular at a and at b, and
singular otherwise. Regular differential expressions have the property that, for each
f ∈ D(AM ), the functions f and pf ′ have finite limits as µ → a+ and µ → b−.
For regular differential expressions of the form (6.30) the selfadjoint extensions A
of Am are all bounded below and are characterized by pairs of 2 × 2 matrices Ba
and Bb satisfying



(
Ba Bb

)
has rank 2,

BaJB
∗
a = BbJB

∗
b , where J =

(
0 −1
1 0

)
.

In this case we have

D(A) =
{
f ∈ D(AM ) : Ba

(
f(a)

(pf ′)(a)

)
= Bb

(
f(b)

(pf ′)(b)

)}
.

Further, A has a pure eigenvalue spectrum (with eigenvalues of multiplicity ≤ 2),
where the eigenvalues λn satisfy

∑
n |λn|−2 <∞. The selfadjoint extensions Aα,β

(with α, β ∈ [0, π)) of Am with separated boundary conditions are given by

D(Aα,β) =
{
f ∈ D(AM ) :

f(a) cosα− (pf ′)(a) sinα = 0
f(b) cosβ − (pf ′)(b) sinβ = 0

}
.

Under separated boundary conditions the eigenvalues of A are all simple.
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Now choose c ∈ (a, b). Then the differential expression (6.30) has exactly one
of the following two properties [the so-called Weyl alternative at a]:

a1. For every λ ∈ C \ R there exists exactly one linearly independent solution u
of (τ − λ)u = 0 such that u|(a,c) ∈ L2((a, c);w dµ). Then τ is said to be a
limit point at a. We then have [f, g]a = 0 for all f, g ∈ D(AM ).

b1. For every λ ∈ C all solutions u of (τ − λ)u = 0 have the property that
u|(a,c) ∈ L2((a, c);w dµ). Then τ is said to be a limit circle at a.

Similarly, the differential expression (6.30) also has one of the following two prop-
erties [the so-called Weyl alternative at b]:

a2. For every λ ∈ C \ R there exists exactly one linearly independent solution u
of (τ − λ)u = 0 such that u|(c,b) ∈ L2((c, b);w dµ). Then τ is said to be a
limit point at b. We then have [f, g]b = 0 for all f, g ∈ D(AM ).

b2. For every λ ∈ C all solutions u of (τ − λ)u = 0 have the property that
u|(c,b) ∈ L2((c, b);w dµ). Then τ is said to be a limit circle at b.

If τ is a limit point at both endpoints, then the maximal operator AM is selfad-
joint and no boundary conditions need to be imposed to single out the domain
of selfadjointness. If τ is a limit point at one endpoint and a limit circle at the
other, then a boundary condition at the latter endpoint suffices to select a domain
of selfadjointness. Finally, if τ is a limit circle at both endpoints, two boundary
conditions are required to define a domain of selfadjointness. We refer to Theorems
13.20 and 13.21 of [162] for details.

6.3.2 Indefinite weight functions

Given a real weight function w ∈ L1
loc(I) defined on an arbitrary bounded or

unbounded interval I = (a, b) which has at most finitely many zeros, we consider
the differential expression

(τf)(µ) = − (p(µ)f ′(µ))′ + q(µ)f(µ) in (a, b), (6.31)

which is obtained from (6.30) by putting w(µ) ≡ 1 and, apart from having more
leeway as to the sign of w(µ), satisfies conditions (a) and (b) [or, alternatively,
(a′) and (b′)]. Let A be a nonnegative selfadjoint extension of the corresponding
minimal operator Am on H = L2(I; dµ) and suppose A has a closed range. Let us
define the injective selfadjoint operator T on H as follows:{

D(T ) = {f ∈ L2(I; dµ) : wf ∈ L2(I; dµ)},
(Tf)(µ) = w(µ)f(µ).

Then the completion HT of D(T ) with respect to the scalar product 〈f, g〉T =
〈Tf, g〉 (f, g ∈ D(T )) is given by HT = L2(I; |w| dµ).
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Now observe that the differential expression

(τf)(µ) =
1

|w(µ)|
{
− (p(µ)f ′(µ))′ + q(µ)f(µ)

}
in (a, b) (6.32)

satisfies the conditions of Subsection 6.3.1. By suitably extending the correspond-
ing minimal operator we obtain its selfadjoint extensions on HT = L2(I; |w|dµ),
one of which coincides with |T |−1A. We call the differential expression (6.30) with
indefinite weight w having at most finitely many zeros in I regular (at a, at b, or
just regular), singular (at a, at b, or just singular), a limit point at a or b, or a
limit circle at a and b if the differential expression (6.32) has the same property.
These definitions make perfect sense, because we have avoided sign changes of the
weight function converging to either endpoint of I. We shall assume that T−1A
(or, equivalently, |T |−1A) has a closed range in HT . As a result, if λ = 0 is an
eigenvalue of T−1A, it is necessarily isolated and has finite algebraic multiplicity.
The generalized eigenvector space Z0 at any zero eigenvalue satisfies

Z0 = Ker(T−1A)2 ⊂ D(T ).

We shall make the technical assumption (also made in [25]) that

HA
def= D(A1/2) ⊂ D(T ). (6.33)

This assumption is obviously satisfied if the weight function w is bounded, but it
is also satisfied in the case of the example in (6.2).

Let us now present three instructive examples where (6.33) holds true.

Example 6.5. To solve (6.5), consider I = (−1, 1), w(µ) = sgn(µ), and (Af)(µ) =
−f ′′(µ) with Dirichlet boundary conditions, so that HT = H = L2(I). Then any
positive eigenvalue λ of T−1A has an eigenfunction of the form

ψ(µ, λ) =

{
sinh(

√
λ) sin(

√
λ (1 − µ)), 0 ≤ µ ≤ 1,

sin(
√
λ) sinh(

√
λ (1 + µ)), −1 ≤ µ ≤ 0,

where A(λ) def= tanh(
√
λ) = − tan(

√
λ). Letting λn (n = 1, 2, 3, . . .) stand for the

n-th positive zero of the equation tanh(
√
λ) = − tan(

√
λ) [see Figure 6.1], we have

the corresponding eigenfunctions

φn(µ) =

{√
1 +A(λn)2 sin(

√
λn (1 − µ)), 0 ≤ µ ≤ 1,

(−1)n
√

1 −A(λn)2 sinh(
√
λn (1 + µ)), −1 ≤ µ ≤ 0,

where [Tφn, φn] =
∫ 1

−1 sgn(µ)|φn(µ)|2 dµ = 1. The negative eigenvalues are given
by λ−n = −λn, with corresponding normalized eigenfunctions φ−n(µ) = φn(−µ).
The well-posedness of the corresponding diffusion problem (6.5) was first estab-
lished by different means in [126].
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Figure 6.1: The plot contains the graphs of tanh(x) and − tan(x) with intersection
points

√
λn.

Example 6.6. To solve (6.2), consider I = R, w(v) = v, and (Af)(v) = −f ′′(v) −
(1
2 − 1

4v
2)f(v), where the differential expression (τf)(v) = −f ′′(v)− (1

2 − 1
4v

2)f(v)
is a limit point at both endpoints ±∞ of I = R. We have H = L2(R) and
HT = L2(R; |v|dv). There exists a unique vector ψ0 ∈ H (up to a constant fac-
tor) satisfying Aψ0 = Tψ0 and 〈Tψ0, ψ0〉 = 0, namely ψ0(v) = v exp(− 1

4v
2).

The nonzero eigenvalues of T−1A are given by λ±n = ±√
n with corresponding

eigenfunctions (cf. Figure 6.2)

ϕ±n(v) = ± 1√
(2π)1/2 n3/2 2n+1(n!)

e−
1
4 v

2
e±v

√
nHn

(
v ∓ 2

√
n√

2

)
,

where 〈Tϕ±n, ϕ±n〉 = ±1 and n = 1, 2, 3, . . .. Here

Hn(z) = (−1)n ez
2 dn

dzn
e−z

2

is the Hermite polynomial of degree n (cf. [2, 22.6.21 and 22.5.18]).

Example 6.7. To solve (6.3), consider I = (−1, 1), w(µ) = µ, and

(Af)(µ) = −((1 − µ2)f ′)′

defined on a suitable domain of functions having finite limits at both endpoints.
Then there exists a unique function (up to a constant factor) φ0(µ) = 1 satisfying
Aφ0 = 0, while 〈Tφ0, φ0〉 = 0. The operator T−1A has a pure eigenvalue spectrum
{λn}∞n=−∞, where λ0 = 0 and λ−n = −λn. Expanding the eigenfunctions with
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Figure 6.2: The plot contains the graphs of the eigenfunctions ϕn(v) for n =
1, 2, 3, 4. Note that φn(x) has n zeros, all of them positive.

respect to the L2-normalized Legendre polynomials pj =
√
j + 1

2 Pj ,

φ(µ) =
∞∑
j=0

cj(λ)pj(µ) =
∞∑
j=0

cj(λ)

√
j +

1
2
Pj(µ),

we obtain the semi-infinite linear system

j(j + 1)cj(λ) = λ {αj−1cj−1(λ) + αjcj+1(λ)} , j = 0, 1, 2, . . . ,

where α−1 = 0 and αj = (j+1)/
√

(2j + 1)(2j + 3). For λ �= 0 this leads to c1 = 0,
c0 = −(2/

√
5)c2, and

λ−1dj(λ) = βj−1dj−1(λ) + βjdj+1(λ), j = 2, 3, 4, . . . ,

where dj(λ) =
√
j(j + 1) cj(λ) and βj = αj/((j + 1)

√
j(j + 2)). The nonzero

eigenvalues are therefore the reciprocals of the eigenvalues of the Jacobi matrix T

given by

Tj,l =

{
βmin(j,l)+2, |j − l| = 1,
0, otherwise,

where j, l = 0, 1, . . .. Letting T
(J) stand for its left upper J×J corner, then p0(ζ) =

1 and pJ (ζ) = det(IJ − T(J)) form an orthogonal system of polynomials with
respect to the (even) probability measure ν of compact support [55, Theorem 2.31]
given by

〈(ζ − T)−1e0, e0〉�2 =
∫
dν(τ)
ζ − τ

=
∑

0�=j∈Z

|〈e0, φj〉|2
ζ − (1/λj)

,
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where (e0)j = δ0,j and {φj}j �=0 is an orthonormal basis of eigenvectors of T. The
eigenvalues and corresponding eigenfunctions are not known in closed form. Their
asymptotics as n→ ±∞ have been worked out in [161].

To prove the well-posedness of the boundary value problems, we derive the
following result due to Beals [25]. In the second-order case an alternative proposi-
tion leading to the norm equivalence HT � HS appeared in [61].

Lemma 6.8. Let a < τ1 < · · · < τm < b be the sign changes of the weight function
and suppose 0 < ε < 1

2 min(τ1−a, τ2−τ1, . . . , b−τm). Assume that for α1, . . . , αm >
− 1

2 and mj ∈ C1(τj − ε, τj + ε) with mj(τj) �= 0 (j = 1, . . . ,m) we have

w(µ) = (−1)m−jsgn(µ− τj)|µ− τj |αjmj(µ).

Then there exist linear operators X± and Y± satisfying the conditions of Proposi-
tion 5.16.

Proof. Suppose I = (a, b) with a < 0 < b, w(µ) > 0 for µ ∈ (0, b), and w(µ) < 0 for
µ ∈ (a, 0). Let w(µ) = sgn(µ)|µ|αm(µ) for µ ∈ (−ε, ε) ⊂ (a, b), α > − 1

2 , m(0) �= 0,
and m ∈ C1(−ε, ε). Take t1 and t2 with 0 < t1 < t2 ≤ 1 and ϕ ∈ C∞(R) real-
valued satisfying ϕ(0) = 1 and support contained in (t1a, t1b), and let us choose
t1 and t2 in such a way that t1ε and −t1ε do not belong to the complex hull of
the support of ϕ. Put

gj(µ) = − w(µ)
w(−tjµ)

= (tj)−α
m(µ)

m(−tjµ)
, µ ∈ (−ε, ε), j = 1, 2.

Then ϕg1 and ϕg2 are C1 in an open interval containing the support of ϕ. For
certain constants c1 and c2 to be selected below we now define

(X+f)(µ) =

{
f(µ), 0 < µ < b,

ϕ(µ){c1t1f(−t1µ) + c2t2f(−t2µ)}, a < µ < 0.

In order that (Q+ −Q−)Y+ is the HT -adjoint of X+, we define

(Y+f)(µ) =

{
f(µ) + c1(ϕg1f)(−µ/t1) + c2(ϕg2f)(−µ/t2), 0 < µ < b,

0, a < µ < 0.

Then X+Q+ = Q+, X+Q− = 0, and X+ and Y+ are bounded on HT .
For X+ to map D(A1/2) into itself, it is necessary and sufficient that it does

not create a jump discontinuity at µ = 0, i.e., that

c1t1 + c2t2 = 1. (6.34)

Further, if Y+ is to map D(A1/2) into D(A1/2), we must require

c1g1(0−) + c2g2(0−) = −1. (6.35)
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Since the determinant of the linear system (6.34)–(6.35), namely

t1g2(0−) − t2g1(0−) = t1t2(t−1−α
2 − t−1−α

1 ),

is nonzero, we can solve the linear system (6.34)–(6.35) uniquely for c1 and c2.
Hence X+ and Y+ satisfy the conditions of Proposition 5.16. In the same way we
construct X− and Y−.

The general case proceeds by using a C∞ partition of unity. Let {Uj}j∈J
be an open cover of I such that each Uj contains at most one sign change of w.
Let {ϕj}j∈J be a C∞ partition of unity subordinated to the cover {Uj}j∈J (cf.
[104, 132]). This means that each ϕj is a nonnegative C∞ function on I with
support contained in Uj such that for every µ ∈ I we have ϕj(µ) �= 0 for at most
finitely many j ∈ J , while

∑
j∈J ϕj(µ) = 1 for µ ∈ I. For every j ∈ J we construct

the operators X±,j and Y±,j of the above type as if the weight function w only
changes sign in Uj. We then define

(X±f)(µ) =
∑
j∈J

ϕj(µ)(X±,jf)(µ),

(Y±f)(µ) =
∑
j∈J

ϕj(µ)(Y±,jf)(µ).

Then X± and Y± satisfy the conditions of the lemma and therefore those of Propo-
sition 5.16. �

Since the hypotheses of Proposition 5.16 are fulfilled, we now have

HT = HSβ
. (6.36)

As a consequence of (6.36) and Theorem 5.13, we obtain

Theorem 6.9. For every ϕ+ ∈ Q+[HT ] the vector-valued differential equation

ψ′(x) = −T−1Aψ(x), 0 < x <∞,

with boundary conditions{
‖Q+ψ(x) − ϕ+‖T = o(1), x→ 0+,

‖ψ(x)‖T = O(1), x→ +∞,

has at least one solution, which is unique whenever (Tφ, φ) ≥ 0 for every φ ∈
KerA.

6.4 Sturm-Liouville operators of any order

We now generalize Section 6.3 to higher-order Sturm-Liouville differential opera-
tors defined on a bounded or unbounded subinterval I = (a, b) of R. Although we
treat the subject matter with less detail, we again distinguish between the cases
of positive and indefinite weight functions.
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6.4.1 Positive weight functions

Following [124], by a Sturm-Liouville differential expression of the 2nth order we
mean

(τf)(µ) =
1

w(µ)

n∑
j=0

(−1)j
(
pn−j(µ)f (j)(µ)

)(j)

, (6.37)

where I = (a, b) is an arbitrary bounded or unbounded interval. We make the
following assumptions:

(a) p0, p1, . . . , pn are real measurable functions such that

{1/p0, p1, . . . , pn, w} ⊂ L1
loc(a, b),

i.e., such that 1/p0, p1, . . . , pn, w are integrable on each compact subinterval
of (a, b),

(b) p0(µ) > 0 and w(µ) > 0 for almost every µ ∈ (a, b).

Many proofs in [124] run more smoothly if we replace (a) and (b) by the following
stronger assumptions:5

(a′) for j = 0, 1, . . . , n we have pj ∈ Cn−j(I) and real,
(b′) we have p0(µ) > 0 and w(µ) > 0 for all µ ∈ (a, b).

We now define the quasi-derivatives y[k] (k = 0, 1, . . . , 2n) as follows:




y[0] = y,

y[j] =
djy

dxj
, j = 1, . . . , n− 1,

y[n] = p0
dny

dxn
,

y[n+j] = pj
dn−jy
dxn−j

− d

dx

(
y[n+j−1]

)
, j = 1, . . . , n.

Equation (6.37) can then be written in the form

(τf)(µ) =
1

w(µ)
f [2n](µ). (6.38)

Letting λ ∈ C and letting g : (a, b) → C be measurable, a function f : (a, b) → C

is called a solution of the equation

(τ − λ)f = g

5For n = 1 we impose assumptions that are somewhat stronger than those given in Section 6.3
without restricting the theory in an essential way. Contrary to [124] we fix the sign of p0(µ) and
let the weight be part of the definition of a differential expression.
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if and only if all quasi-derivatives of f up to the (2n − 1)th order exist and are
absolutely continuous in each compact subinterval of (a, b) and

n∑
j=0

(−1)j
(
pn−j(µ)f (j)(µ)

)(j)

− λf(µ) = w(µ)f(µ)

for every µ ∈ (a, b).
On the Hilbert space L2(I;w dµ) we define the maximal operator AM on the

(dense) domain

D(AM ) =



f ∈ L2(I;w dµ) :

all quasi-derivatives of fup to the
(2n− 1)th order exist and are
absolutely continuous in each
compact subinterval of (a, b),
τf ∈ L2(I;w dµ)




by AMf = τf . We define A′
m as the restriction of AM to

D(A′
m) = {f ∈ D(AM ) : f has compact support in I}.

Then A′
m is a symmetric operator on L2(I;w dµ) having at least one selfadjoint

extension. We then define the minimal operator

Am = A′
m

as the minimal closed extension of A′
m. Given f, g : (a, b) → C such that all of their

quasi-derivatives up to the (2n − 1)th order exist and are absolutely continuous
on each compact subinterval [α, β] of (a, b), we have the Lagrange identity

∫ β

α

{
(τf)(µ)g(µ) − f(µ)(τg)(µ)

}
w(µ) dµ = [f, g]β − [f, g]α

def= [f, g]βα,

where [f, g]µ
def=
∑n

j=1

{
f [j−1]g[2n−j] − f [2n−j]g[j−1]

}
. Thus for f, g ∈ D(AM ) the

limits of [f, g]µ as µ → a+ and µ → b− exist and are finite, while in L2(I;w dµ)
we have

〈AMf, g〉 − 〈f,AMg〉 = [f, g]ba.

An extension A of A′
m (or of Am) is selfadjoint if and only if

D(A) = {g ∈ D(AM ) : [f, g]ba = 0 for each f ∈ D(A)}.

The Sturm-Liouville differential expression (6.37) is called regular at a if
a > −∞ and {1/p0, p1, . . . , pn, w} ⊂ L1(a, c) for any c ∈ (a, b), and singular at
a if it is not regular at a. The expression (6.37) is called regular at b if b < +∞
and {1/p0, p1, . . . , pn, w} ⊂ L1(c, b) for any c ∈ (a, b), and singular at b if it is
not regular at b. The expression (6.37) is called regular if it is regular at a and at
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b, and singular otherwise. If (6.37) is regular, 2n boundary conditions are to be
imposed to specify a selfadjoint extension of Am. In the singular case the number
of boundary conditions required to specify a selfadjoint extension of Am could be
any integer m ∈ {0, 1, . . . , 2n}.
Example 6.10. Let us consider the regular differential expression

(τf)(µ) = (−1)nf (2n)(µ), µ ∈ (−1, 1).

Then y[j] = y(j) and y[n+j] = (−1)jy(n+j) (j = 0, 1, . . . , n), p0 ≡ 1, p1 = · · · =
pn ≡ 0, and w ≡ 1. Then the maximal domain D(AM ) consists of all f ∈ L2(−1, 1)
for which all derivatives up to the (2n− 1)th order exist and are absolutely con-
tinuous on [−1, 1]. Further,

〈τf, g〉 − 〈f, τg〉 = (−1)n
∫ 1

−1

{
f (2n)(µ)g(µ) − f(µ)g(2n)(µ)

}
dµ

=


 n∑
j=1

(−1)n−j+1
(
f (2n−j)g(j−1) − f (j−1)g(2n−j)

)
1

−1

,

as well as

〈τf, f〉 =


 n∑
j=1

(−1)n−j+1f (2n−j)f
(j−1)




1

−1

+
∫ 1

−1

∣∣∣f (n)(µ)
∣∣∣2 dµ.

Thus the boundary conditions y(j)(−1) = y(j)(1) = 0 (j = 0, 1, . . . , n− 1) define a
selfadjoint operator A on L2(−1, 1), while ‖A1/2y‖2 = ‖y(n)‖2. Hence A is positive
selfadjoint on L2(−1, 1). In [21, 22] it has been shown for the first time, though
by different means, that the corresponding diffusion problem (6.4) is well posed.

6.4.2 Indefinite weight functions

Given a real weight function w ∈ L1
loc(I) defined on an arbitrary bounded or

unbounded interval I = (a, b) which has at most finitely many zeros, we consider
the differential expression

(τf)(µ) =
n∑
j=0

(−1)j
(
pn−j(µ)f (j)(µ)

)(j)

, (6.39)

which is obtained from (6.37) by putting w(µ) ≡ 1 and, apart from having more
leeway as to the sign of w(µ), satisfies conditions (a) and (b) [or, alternatively,
(a′) and (b′)]. Let A be a nonnegative selfadjoint extension of the corresponding
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minimal operator Am on H = L2(I; dµ) and suppose A has a closed range. Let us
define the injective selfadjoint operator T on H as follows:{

D(T ) = {f ∈ L2(I; dµ) : wf ∈ L2(I; dµ)},
(Tf)(µ) = w(µ)f(µ).

Then the completion HT of D(T ) with respect to the scalar product 〈f, g〉T =
〈Tf, g〉 (f, g ∈ D(T )) is given by HT = L2(I; |w| dµ).

Now observe that the differential expression

(τf)(µ) =
1

|w(µ)|
n∑
j=0

(−1)j
(
pn−j(µ)f (j)(µ)

)(j)

, (6.40)

satisfies the conditions of Subsection 6.4.1. By suitably extending the correspond-
ing minimal operator we obtain its selfadjoint extensions on HT = L2(I; |w|dµ),
one of which coincides with |T |−1A. We assume that T−1A (or, equivalently,
|T |−1A) has a closed range in HT . Then the generalized eigenvector space Z0

of T−1A at any zero eigenvalue satisfies

Z0 = Ker(T−1A)2 ⊂ D(T ).

We make the technical assumption (obviously satisfied if w is bounded) that

HA
def= D(A1/2) ⊂ D(T ). (6.41)

Lemma 6.8 can now be proved as in the second-order case, albeit at the
expense of additional technicalities. Although some details of the proof can already
be found in [47], a full proof has only appeared in [48, Lemma 3.2]. In fact, for
higher-order differential operators the functions mj in the statement of Lemma 6.8
are to belong to Cn(τj−ε, τj+ε) and are to satisfy mj(τj) �= 0 and m′

j(τj) = · · · =

m
(n−1)
j (τj) = 0 for the operators X± and Y± to exist. Under these conditions the

norm equivalence identity (6.36) is true. We may therefore conclude that Theorem
6.9 also holds in the higher-order case.





Chapter 7

Noncausal Continuous
Time Systems

In this chapter we study various types of noncausal continuous time systems.
Contrary to the usual continuous time systems obeying the equations1

ẋ(t) = −iAx(t) +Bu(t), (7.1a)
y(t) = −iCx(t) +Du(t), (7.1b)

where t ∈ R
+ is time, u(t) is input, y(t) is output, x(t) is the state, and −iA gen-

erates a strongly continuous semigroup, we now consider t ∈ R and require −iA
to be exponentially dichotomous. This amounts to dropping the causality assump-
tion on the linear system. Various theories can be developed, parallelling existing
theories for causal systems. In Section 7.1 we require −iA to be exponentially
dichotomous and B and C to be bounded. This includes the direct generalization
of finite-dimensional linear systems theory, where A, B, C, and D are all matrices
and A does not have real eigenvalues. In Section 7.2 we pass to a formalism with
two state spaces (one densely and continuously imbedded into the other), where
the exponentially dichotomous operator −iA on the larger state space extends
that on the smaller state space, the input operator B is bounded from the input
space into the larger state space, and the output operator C is bounded from
the smaller state space into the output space. Also adopting a complex Hilbert
space setting, we thus obtain the so-called extended Pritchard-Salamon realiza-
tions. At the same time we discuss left and right Pritchard-Salamon realizations,
where only one state space is used at the time. In either section we introduce
the weighting pattern and the transfer function and derive their usual algebraic

1In linear systems theory we usually deal with equations of the form ẋ(t) = Ax(t) + Bu(t) and
y(t) = Cx(t) + Du(t). The reason for this difference in notation is our preference to use Fourier
transforms instead of Laplace transforms to arrive at the transfer function.
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properties (inversion, multiplication, taking adjoints, and factorization). For left
and right Pritchard-Salamon realizations all of these algebraic properties (except
for the adjoint) are derived. We also discuss at length the realization problem of
expressing the input-output map as a noncausal linear system of a certain type.

7.1 Noncausal state linear systems

In [52], Σ(A,B,C,D) is said to denote the state linear system

ẋ(t) = Ax(t) +Bu(t), (7.2a)
y(t) = Cx(t) +Du(t), (7.2b)

whenever A is the infinitesimal generator of a (not necessarily bounded) strongly
continuous semigroup on a complex Hilbert space X , B is a bounded linear op-
erator from a complex Hilbert space U into X , C is a bounded linear opera-
tor from X into a complex Hilbert space Y , and D ∈ L(U, Y ). Given the input
u ∈ L2([0, τ ];U), the state is the mild solution of (7.2a), i.e.,

x(t) = etAx0 +
∫ t

0

e(t−s)ABu(s) ds, 0 ≤ t ≤ τ,

and the output is given by (7.2b). In this section we define a noncausal state linear
system by replacing A and C by −iA and −iC and letting −iA be exponentially
dichotomous. The main difference will then be that time t can in principle run
forward and backward (hence t ∈ R instead of t ∈ R+) and convolution integrals
will involve convolution kernels supported in R and not merely in R

+.

7.1.1 Definitions, basic results, and adjoints

By a noncausal state linear system we mean the ordered (7 = 4 + 1 + 2)-tuple
θ = (A,B,C,D;X ;U, Y ), where U ,X , and Y are complex Hilbert spaces called the
input space, state space, and output space, respectively, −iA(X → X) is exponen-
tially dichotomous, B ∈ L(U,X), C ∈ L(X,Y ), and D ∈ L(U, Y ). If u ∈ L2(R;U)
is the input, then the state x(t) with state impulse x0 ∈ X is the (unique) mild
solution of (7.1a) in L2(R;X) under the jump condition x(0+)− x(0−) = x0, i.e.,

x(t) = E(t;−iA)x0 +
∫ ∞

−∞
E(t− s;−iA)Bu(s) ds,

while the output y(t) is given by (7.1b).
Given the noncausal state linear system θ = (A,B,C,D;X ;U, Y ), by the

controllability map we mean the linear operator Γθ : L2(R;U) → BC(R;X) de-
fined by

(Γθu)(t) =
∫ ∞

−∞
E(t− s;−iA)Bu(s) ds, u ∈ L2(R;U).
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By the observability map we mean the linear operator Λθ : X → L2(R;Y ) de-
fined by

(Λθx)(t) = CE(t;−iA)x, x ∈ X, t ∈ R.

Then Γθ and Λθ are well defined and bounded. We can then express the output
y(t) in terms of the input u(t) and the state impulse x0 by

y(t) = Du(t) +
∫ ∞

−∞
kθ(t− s)u(s) ds− iCE(t;−iA)x0, (7.3)

where
kθ(t) = −iCE(t;−iA)B

is called the weighting pattern. Equation (7.3) can be written in the short-hand
form as

y = Du− iCΓθu− iΛθx0,

where Λθ and Γθ are the observability and controllability maps. Then for ε ∈ [0, ωθ)
and x ∈ U we have eε|·|kθ(·)x ∈ L2(R;Y ), uniformly in x on bounded subsets of the
input space U . Here −ωθ denotes the exponential growth bound of the bisemigroup
E(·;−iA).

Let us now define the transfer function of the noncausal state linear system
θ = (A,B,C,D;X ;U, Y ) as follows:

Wθ(λ)x = Dx+
∫ ∞

−∞
eiλtkθ(t)xdt =

[
D + C(λ −A)−1B

]
x,

where x ∈ U . Then for the Fourier transforms of the input and output we have

ŷ(λ) = Wθ(λ)û(λ) + C(λ−A)−1x0,

where x0 is the state impulse. Thus for x0 = 0 the transfer function describes the
input-output map upon Fourier transformation. Clearly, because there exists ε > 0
such that

∫∞
−∞ eε|t|‖kθ(t)x‖ dt converges uniformly in x on bounded subsets of U

while kθ is strongly continuous with a jump discontinuity in t = 0, the transfer
function is analytic in Cε = {λ ∈ C : |Imλ| ≤ ε} and tends to D in the strong
sense as |λ| → +∞ in Cε.

Given the noncausal state linear system θ = (A,B,C,D;X ;U, Y ), it is clear
that also

θ∗ def= (A∗, C∗, B∗, D∗;X ;Y, U)

is a noncausal state linear system. Moreover, its weighting pattern and transfer
function satisfy

kθ∗(t) = kθ(−t)∗,
Wθ∗(λ) = Wθ(λ)∗.
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Let us now prove that (θ∗)∗ = θ. This amounts to proving that

(θ∗)∗ = (A∗∗, B, C,D;X ;U, Y ) = (A,B,C,D;X ;U, Y ) = θ,

or that A∗∗ = A. Let E and E∗∗ be the bisemigroups generated by −iA and −iA∗∗,
respectively. Then for all λ in a strip about the real line and for all y, z ∈ Y we
have ∫ ∞

−∞
eiλt〈E(t)y, z〉 dt =

∫ ∞

−∞
eiλt〈E∗∗(t)y, z〉 dt,

which implies E = E∗∗ and hence A = A∗∗. Thus (θ∗)∗ = θ indeed.

7.1.2 Generating noncausal state linear systems

In this subsection we construct a noncausal state linear system θ× from a given
noncausal state linear system θ such that

Wθ×(λ) = Wθ(λ)−1, λ ∈ R.

We also construct the product θ = θ1θ2 of two noncausal state linear systems θ1
and θ2 such that

Wθ(λ) = Wθ1(λ)Wθ2 (λ), λ ∈ R.

Finally, we study spectral factorizations of transfer functions of noncausal state
linear systems.

The following three results are easily verified by inspection and their proofs
are left to the reader. In a different context they are in fact well known. In lin-
ear systems theory they describe (i) the transfer function of the (noncausal) state
linear system obtained by interchanging the roles of input and output, (ii) the
transfer function of the system obtained by letting the output of the first system
be the input of the second system, and (iii) the transfer functions of the sys-
tems obtained by decomposing a given system as a cascade of two systems, where
one system is stable and the other is antistable. Similar results are valid when
studying operator models on a complex Hilbert space [150, 36]. The general prin-
ciples behind the three results have been explained from a common perspective
in [15, 19, 18]. Before formulating the third result we modify the definitions of
left and right canonical and quasi-canonical factorization given in Section 4.1 to
deal with operator functions on the extended real line (rather than the extended
imaginary line).

In the statements of Theorems 7.1, 7.3, and 7.4 the hypothesis that certain
operators are exponentially dichotomous, can be replaced by the hypothesis that
the resolvent sets of these operators contain a vertical strip about the imaginary
axis and are uniformly bounded on this strip. This is immediate from Theorem
2.13. In Theorem 7.2 the exponential dichotomy of −iA follows from that of −iA1

and −iA2 and the boundedness of B1C2, also as a result of Theorem 2.13.
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Theorem 7.1. Let θ = (A,B,C,D;X ;U, Y ) be a noncausal state linear system for
which D is invertible. Suppose −iA×, where A× = A− BD−1C, is exponentially
dichotomous. Then

θ× = (A×, BD−1,−D−1C,D−1;X ;Y, U)

is a noncausal state linear system and

Wθ×(λ) = Wθ(λ)−1, λ ∈ R.

Theorem 7.2. Consider the following two noncausal state linear systems:

θ1 = (A1, B1, C1, D1;X1;Z, Y ) and θ2 = (A2, B2, C2, D2;X2;U,Z).

Then θ = (A,B,C,D;X ;U, Y ), where X = X1+̇X2,

A =
(
A1 B1C2

0 A2

)
, B =

(
B1D2

B2

)
, C =

(
C1 D1C2

)
, D = D1D2,

is a noncausal state linear system. Moreover,

Wθ(λ) = Wθ1(λ)Wθ2 (λ), λ ∈ R. (7.4)

Let Y be a complex Banach space. SupposeW is an operator function defined
on the extended real line with values in L(Y ), which is continuous in the norm on
R and strongly continuous at ±∞. Then

W (λ) = W+(λ)W−(λ), λ ∈ R ∪ {∞},

is called a left quasi-canonical factorization of W with respect to the real line if:

1. W± extends to an operator function that is continuous in the norm on C±∪R,
analytic on C±, and strongly continuous on C±.

2. W±(λ) has a bounded inverse for all λ ∈ C±.
3. W±(·)−1 is strongly continuous on C±.

A factorization of W of the form

W (λ) = W−(λ)W+(λ), λ ∈ R ∪ {∞},

where the factors W± have the properties 1–3 stated above, is called a right quasi-
canonical factorization of W with respect to the real line. If W is assumed contin-
uous in the norm on the extended real line and the continuity conditions in 1–3
hold with respect to the norm topology instead of the strong operator topology
(thus making obsolete condition 3), the above factorizations are called left and
right canonical.
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Theorem 7.3. Let θ = (A,B,C,D;X ;Y ) be a noncausal state linear system, where
D is invertible and −iA× = −i[A−BD−1C], is exponentially dichotomous. Sup-
pose Π is a bounded projection on X such that

KerΠ = ImE(0+;−iA), Im Π = ImE(0−;−iA×).

Partitioning the operators A, B, and C with respect to the decomposition X =
KerΠ+̇Im Π, i.e.,

A =
(
A11 A12

A21 A22

)
, B =

(
B1

B2

)
, C =

(
C1 C2

)
,

and writing D = D1D2 as the product of two invertible operators D1 and D2, we
get the left quasi-canonical factorization (7.4), where

θ1 = (A11, B1D
−1
2 , C1, D1; KerΠ;Y ),

θ2 = (A22, B2, D
−1
1 C2, D2; Im Π;Y ),

are noncausal state linear systems.

If Π satisfies

KerΠ = ImE(0+;−iA×), Im Π = ImE(0−;−iA),

then Theorem 7.3 leads to a right quasi-canonical factorization instead.
It is well known from linear systems theory and various operator models that

left or right canonical factorizability of a transfer function of the form

W (λ) = D + C(λ −A)−1B

with invertible D is equivalent to the validity of certain cross decompositions of
the spectral subspaces of A and A× = A−BD−1C. A full account of these results
in various contexts can be found in [15, 18]. In Theorem 7.3 and the paragraph
following its statement we have presented its counterpart for noncausal state linear
systems. Below we connect this result to vector-valued convolution equations on
the half-line (cf. [72], [68, Sec. I.8], [69, Ch. XIII]).

Theorem 7.4. Let θ = (A,B,C,D;X ;Y ) be a noncausal state linear system such
that D is invertible and −iA× = −i[A − BD−1C] is exponentially dichotomous.
Then the following statements are equivalent:

1. Wθ(·) has a left quasi-canonical factorization.
2. We have the decomposition

X = ImE(0−;−iA)+̇ImE(0+;−iA×).

3. For every g ∈ L2(R+;Y ) the convolution equation

Dφ(t) +
∫ ∞

0

kθ(t− s)φ(s) ds = g(t), t ∈ R
+, (7.5)

is uniquely solvable in L2(R+;Y ).
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Moreover, we have the equivalent statements:

1′. Wθ(·) has a right quasi-canonical factorization.
2′. We have the decomposition

X = ImE(0+;−iA)+̇ImE(0−;−iA×).

3′. For every g ∈ L2(R−;Y ) the convolution equation

Dφ(t) +
∫ 0

−∞
kθ(t− s)φ(s) ds = g(t), t ∈ R

−, (7.6)

is uniquely solvable in L2(R−;Y ).

We restrict ourselves to proving the equivalence of conditions 1–3. We omit
the proof of the implication (2) =⇒ (1), because the proof of the corresponding
Theorem 7.3 can be given by inspection.

Proof of Theorem 7.3. (1) =⇒ (3) If W has a left quasi-canonical factorization

Wθ(λ) = W−(λ)W+(λ),

then this factorization is necessarily valid for |Imλ| ≤ ε. By Fourier transformation
we convert (7.5) into the Riemann-Hilbert problem

W+(λ)φ̂+(λ) +W−(λ)−1φ̂−(λ) = W−(λ)−1ĝ(λ), λ ∈ R,

where

φ̂±(λ) = ±
∫ ±∞

0

eiλtφ(t) dt, ĝ(λ) =
∫ ∞

0

eiλtg(t) dt,

and φ(t) = − ∫∞
0 kθ(t − s)φ(s) ds for t ∈ R

−, the integral being understood as a
Pettis integral. From the unique additive decomposition

W−(λ)−1ĝ(λ) = ĥ+(λ) + ĥ−(λ)

with ĥ±(λ) = ± ∫ ±∞
0

eiλth(t) dt for some h ∈ L2(R;Y ), we find the unique solution

φ(t) =
1
2π

∫ ∞

−∞
W+(λ)−1ĥ+(λ) dλ, t ∈ R

+,

in L2(R;Y ).

(3) =⇒ (2) Let us define the linear operator

(Ξθψ)(t) = −i
∫ ∞

0

E(t− s;−iA)Bψ(s) ds.
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Then Ξθ is a bounded linear operator from L2(R+;Y ) into L2(R+;X). Letting C
stand for its natural extension to a bounded linear operator from L2(R+;X) into
L2(R+;Y ), we have

Tθ = D−1CΞθ, (7.7)

where
(Tθφ)(t) = D−1

∫ ∞

0

kθ(t− s)φ(s) ds.

Thus for each h ∈ L2(R+;X) the convolution equation

ψ(t) +
∫ ∞

0

E(t− s;−iA)BD−1Cψ(s) ds = h(t), t ∈ R
+, (7.8)

has a unique solution ψ ∈ L2(R+;X).
Given x ∈ X , we now consider the convolution equation (7.8) with right-hand

side h(t) = E(t;−iA)x and write ψ(t) = G(t, x) for its solution. Then for u ≥ 0
and t > 0 we have

G(t+ u, x) − i

∫ ∞

0

E(t− s;−iA)BD−1CG(s+ u, x) ds

= G(t+ u, x) − i

∫ ∞

u

E(t+ u− s;−iA)BD−1CG(s, x) ds

= E(t+ u,−iA)x+ i

∫ u

0

E(t+ u− s;−iA)BD−1CG(s, x) ds

= E(t,−iA)
[
E(u,−iA)x+ i

∫ u

0

E(u− s;−iA)BD−1CG(s, x) ds
]

= E(t,−iA)
[
E(u,−iA)x+ i

∫ ∞

0

E(u− s;−iA)BD−1CG(s, x) ds
]

= E(t;−iA)G(u, x),

where the penultimate transition follows from E(t;−iA)E(s;−iA) = 0 for ts < 0.
Thus we have derived the product rule

G(t+ u, x) = G(t, G(u, x)), x ∈ X, t, u ∈ R
+.

Now observe that for t ∈ R+ (including t = 0+) the linear operator x �→ G(t, x)
is bounded on X , which permits us to write G(t)x def= G(t, x). Because G(·, x)
is continuous as t → 0+, it follows that G(0) is a bounded projection on X .
Further, for x ∈ X we have G(0, x) = 0 iff G(t, x) ≡ 0 iff E(t;−iA)x ≡ 0 iff
x ∈ ImE(0−;−iA). Thus, KerG(0) = ImE(0−;−iA).

Substitute E(·;−iA×)G(0)x with x ∈ X in the left-hand side of (7.8), yield-
ing e(·) ∈ L2(R+;X). Extending the convolution equation obtained to the full real
line in the usual way and taking Fourier transforms we obtain

ê+(λ) + ê−(λ) = (λ−A)−1(λ−A×).(λ −A×)−1G(0)x = (λ−A)−1G(0)x.



7.1. Noncausal state linear systems 147

Hence,

ê+(λ) = (λ−A)−1(IX + E(0−;−iA))G(0)x = (λ −A)−1(IX + E(0−;−iA))x,

the latter because of G(0)x ∈ ImE(0−;−iA). Consequently,

ImE(0−;−iA)+̇ImG(0) = X, G(0)[X ] ⊂ ImE(0+;−iA×).

Finally, from the unique solvability of (7.8) we conclude that

ImE(0−;−iA)+̇ImE(0+;−iA×) = X.

Moreover, we conclude that G(0) is the projection of X onto ImE(0+;−iA×)
along ImE(0−;−iA). �

Analogues of the following corollary have been proved for norm continuous
operator functions belonging to certain (splitting and inverse closed) operator
algebras [75], for the transfer function of the linear system naturally occurring in
linear transport theory [77], and for transfer functions of systems constructed from
block operators [134, 157]. For the latter results we refer the reader to Chapter 4.

Corollary 7.5. Let θ = (A,B,C, IY ;X ;Y ) be a noncausal state linear system sat-
isfying

sup
|Imλ|≤µ

‖Wθ(λ) − IY ‖L(Y ) < 1

for some µ ∈ (0, ωθ). Then Wθ(·) has a left and a right quasi-canonical factoriza-
tion.

The proof is based on the following norm estimate for the operator Tθ defined
by (7.7) (with D = IY ):

‖Tθ‖L(L2(R+;Y )) ≤ sup
λ∈R

‖Wθ(λ) − IY ‖L(Y ).

Indeed, the convolution operator Tθ can be represented as the product of the
bounded linear operators depicted in the following commutative diagram:

L2(R;Y )
Wθ(·)−IY−−−−−−→ L2(R;Y )

FY

< *F−1
Y

L2(R;Y ) L2(R;Y )

imbedding

< *projection

L2(R+;Y ) −−−−→
Tθ

L2(R+;Y ),

where we make use of the unitarity of (2π)−1/2FY on L2(R;Y ), FY standing for
the Fourier transform.
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7.2 Extended Pritchard-Salamon realizations

In this section we discuss extended Pritchard-Salamon realizations. These were
introduced in [97] as the forward-backward versions of the Pritchard-Salamon sys-
tems prevailing in the literature (cf. [129, 49, 50, 159, 96] and [122, Sec. 6.9]). In [96]
the weighting patterns of Pritchard-Salamon systems have been studied in detail
and the operator functions that can occur as transfer functions of a Pritchard-
Salamon system have been characterized. However, as indicated by Mikkola [123],
in [96] it has been incorrectly suggested that the weighting pattern is to be defined
as a measurable operator-valued function. Instead, by defining it as a function from
R × U to Y , U and Y being the underlying input and output Hilbert spaces, the
results of [96] still go through. In this section we develop the forward-backward
version of [96] (essentially [97]) in a more transparent way. The increased trans-
parency represents a different way of defining weighting patterns and a simpli-
fied treatment of adjoint extended Pritchard-Salamon realizations. Recently, Ball
and Raney [12] introduced the discrete-time counterpart of extended Pritchard-
Salamon realizations and applied their results to interpolation problems.

Extended Pritchard-Salamon realizations have two state spaces, V and W ,
one continuously and densely imbedded into the other by means of the imbedding
τ : W → V . From such a realization two auxiliary realizations can be derived: a
“left” Pritchard-Salamon realization with state space V and a “right” Pritchard-
Salamon realization with state space W , both having the same transfer function
and the same weighting pattern as the extended Pritchard-Salamon realization.
We therefore first study these left and right Pritchard-Salamon realizations sep-
arately, disregarding the imbedding τ . In fact, if Y has a finite dimension, the
left realization introduced before by Bart, Gohberg, and Kaashoek [16] and called
BGK realization ever since. Here we also introduce its “dual” right realization. For
either type, we generate other realizations of the same type as we did in Subsection
7.1.2. When discussing the adjoint realization and solving the realization problem
we restrict ourselves to extended Pritchard-Salamon realizations.

7.2.1 Definitions and basic properties

In this subsection we give the definitions and basic properties of left, right, and ex-
tended PS-realizations and introduce their transfer functions, weighting patterns,
and input-output operators.

1. Left Pritchard-Salamon realizations. We call

θl = (A,B, C̃;V ;Y )

a left Pritchard-Salamon (left PS ) realization if the following conditions are ful-
filled:
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L1. −iA(V → V ) is exponentially dichotomous.
L2. B ∈ L(Y, V ) and C̃(V → Y ) satisfies D(C̃) ⊃ D(A). There are no bounded-

ness or closedness assumptions on C̃, only its algebraic properties are being
used.

L3. There exists a bounded linear operator Λθl
: V → L2(R;Y ) such that

Λθl
x = C̃E(·;−iA)x, x ∈ D(A).

We may require that D(C̃) = D(A) without changing anything essential.
Letting −ωθl

denote the exponential growth bound of the bisemigroup
E(·;−iA), we have

{λ ∈ C : |Imλ| < ωθl
} ⊂ ρ(A)

and

(λ−A)−1x = −i
∫ ∞

−∞
eiλtE(t;−iA)xdt, |Imλ| < ωθl

, x ∈ V. (7.9)

Lemma 7.6. Let θl = (A,B, C̃;V ;Y ) be a left PS-realization. Then for every µ ∈
[0, ωθl

) there exists a constant γ(µ) such that∥∥∥eµ|·|Λθl
x
∥∥∥
L2(R;Y )

≤ γ(µ)‖x‖V , x ∈ V. (7.10)

This statement remains valid if L2 is replaced by L1.

Proof. Let t1 > 0, ν ∈ (−ωθl
, ωθl

), and ω ∈ (|ν|, ωθl
). Then for x ∈ D(A) we have,

for some finite constant c1,∫ ∞

0

e2|ν|s ‖(Λθl
x)(s)‖2

Y ds

≤
∞∑
n=0

e2n|ν|t1
∫ t1

0

e2|ν|s
∥∥∥C̃E(s;−iA)E(nt1;−iA)x

∥∥∥2
Y
ds

≤ e2|ν|t1‖Λθl
‖2

∞∑
n=0

e2n|ν|t1 ‖E(nt1;−iA)x‖2
V ≤ c21‖x‖2

V

∞∑
n=0

e−2n(ω−|ν|)t1.

Similarly, we have, for x ∈ D(A) and some finite constant c2,∫ 0

−∞
e2|νs| ‖(Λθl

x)(s)‖2
Y ds

≤
∞∑
n=0

e2n|ν|t1
∫ t1

0

e2|ν|s
∥∥∥C̃E(−s;−iA)E(−nt1;−iA)x

∥∥∥2
Y
ds

≤ e2|ν|t1‖Λθl
‖2

∞∑
n=0

e2n|ν|t1 ‖E(−nt1;−iA)x‖2
V ≤ c22‖x‖2

V

∞∑
n=0

e−2n(ω−|ν|)t1 .
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Consequently,

∫ ∞

−∞
e2|νs| ‖(Λθl

x)(s)‖2
Y ds ≤ (c21 + c22)‖x‖2

V

∞∑
n=0

e−2n(ω−|ν|)t1,

which implies (7.10).
The L1 part of this lemma is clear from the L2 part and the estimate

∫ ∞

−∞
eµ|s|‖ψ(s)‖ ds ≤

[∫ ∞

−∞
e−2(ν−µ)|s| ds

]1/2 [∫ ∞

−∞
e2ν|s|‖ψ(s)‖2 ds

]1/2
(7.11)

whenever 0 < µ < ν < ωθl
. �

As a result of the L1-version of Lemma 7.6, we can now write

C̃(λ−A)−1x = −i
∫ ∞

−∞
eiλt(Λθl

x)(t) dt,

where x ∈ V and |Imλ| < ωθl
. Thus, C̃(λ−A)−1 is bounded as a linear operator

from V into Y , uniformly in λ on each horizontal strip |Imλ| ≤ ε, where ε ∈
(0, ωθl

). Also, it vanishes in the strong operator topology as |λ| → +∞ within
such a strip.

We now define the transfer function Wθl
of a left PS-realization by

Wθl
(λ) = IY + C̃(λ −A)−1B,

where |Imλ| < ωθl
. We then write the transfer function in the form

[Wθl
(λ) − IY ]y = −i

∫ ∞

−∞
eiλt(Λθl

By)(t) dt,

where y ∈ Y and |Imλ| < ωθl
. We also define the weighting pattern as the function

kθl
: R × Y → Y given by

kθl
(t, y) = −i(Λθl

By)(t).

Then kθl
(·, y) ∈ L2(R;Y ) for every y ∈ Y . For each y ∈ Y we then have

[Wθl
(λ) − IY ]y =

∫ ∞

−∞
eiλtkθl

(t, y) dt, |Imλ| < ωθl
.

Let us now define the input-output operator as follows:

(Tθl
φ)(t) =

∫ ∞

−∞
kθl

(t− s, φ(s)) ds, (7.12)
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where the integral in (7.12) is a Pettis integral. Since∥∥∥eµ|·|kθl
(·, y)

∥∥∥
L1(R;Y )

≤ γ(µ)‖B‖L(Y,V )‖y‖Y

for every µ ∈ [0, ωθl
), we have, by virtue of Lemma 2.11,∥∥∥eµ|·|Tθl

φ
∥∥∥
L2(R;Y )

≤ γ(µ)‖B‖L(Y,V )‖eµ|·|φ‖L2(R;Y ).

Using the commutative diagram

L2(R;Y )
Tθl−−−−→ L2(R;Y )

FY

* *FV

L2(R;Y ) −−−−−−−→
Wθl

(·)−IY

L2(R;Y ),

where FY is the Fourier transform map on L2(R;Y ), we easily prove that

‖Tθl
‖L2(R;Y ) = sup

λ∈R

‖Wθl
(λ) − IY ‖.

2. Right Pritchard-Salamon realizations. We call

θr = (AW , B̃, C;W ;Y )

a right Pritchard-Salamon (right PS ) realization if the following conditions are
fulfilled:

R1. −iAW (W →W ) is exponentially dichotomous.
R2. C ∈ L(W,Y ), and B̃ : Y →W is linear and defined on all of Y . There are no

boundedness or closedness assumptions on B̃, only its algebraic properties
are being used.

R3. There exists a bounded linear operator Γθr : L2(R;Y ) →W such that

Γθr φ =
∫ ∞

−∞
E(s;−iAW )B̃φ(s) ds,

where φ(t) =
∑n

j=1 ϕj(t)yj for all n ∈ N, ϕ1, . . . , ϕn ∈ L2(R;Y ), and
y1, . . . , yn ∈ Y .

The integral in Condition R3 can be written as

Γθr φ =
n∑
j=1

∫ ∞

−∞
ϕj(s)E(s;−iAW )B̃yj ds,
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which is a Bochner integral. We do not attach any meaning to the integral in
Condition R3 for arbitrary φ ∈ L2(R;Y ).

Letting −ωθr denote the exponential growth bound of the bisemigroup
E(·;−iAW ), we have

{λ ∈ C : |Imλ| < ωθr} ⊂ ρ(AW )

and

(λ−AW )−1x = −i
∫ ∞

−∞
eiλtE(t;−iAW )xdt, |Imλ| < ωθr , x ∈W. (7.13)

Lemma 7.7. Let θr = (AW , B̃, C;W ;Y ) be a right PS-realization. Then for every
µ ∈ [0, ωθr) there exists a constant β(µ) such that

‖Γθr φ‖W ≤ β(µ)‖eµ|·|φ‖L2(R;Y ), eµ|·|φ ∈ L2(R;Y ).

This statement remains valid if L2 is replaced by L1.

Proof. Let t1 > 0, ν ∈ (−ωθr , ωθr), and ω ∈ (|ν|, ωθr). Let φ(t) =
∑n
j=1 ϕj(t)yj ,

where ϕ1, . . . , ϕn ∈ L2(R;Y ) and y1, . . . , yn ∈ Y , and put φ#(s) = φ(−s). Writing∫ ∞

−∞
eνsE(s;−iAW )B̃φ(s) ds

=
∞∑
n=0

[
enνt1E(nt1;−iAW )

∫ t1

0

eνsE(s;−iAW )B̃φ(nt1 + s) ds

+ e−nνt1E(−nt1;−iAW )
∫ 0

−t1
eνsE(s;−iAW )B̃φ(s− nt1) ds

]
,

we estimate∥∥∥∥
∫ ∞

−∞
eνsE(s;−iAW )B̃φ(s) ds

∥∥∥∥
W

≤ const.
∞∑
n=0

e−nt1(ωθr−|ν|)
∥∥∥∥
∫ t1

0

eνsE(s;−iAW )B̃φ(s+ nt1) ds

+
∫ 0

−t1
eνsE(s;−iAW )B̃φ(s− nt1) ds

∥∥∥∥
W

≤ const.‖φ‖L2(R;Y ),

as claimed.
The L1 part of this lemma is clear from the L2 part and the estimate (7.11)

whenever 0 < µ < ν < ωθr . �

Consider φ = ϕ(·)y ∈ L2(R;Y ), where y ∈ Y and ϕ ∈ L2(R). Then for each
w ∈ W we have∫ ∞

−∞
〈E(s;−iAW )B̃φ(s), w〉 ds =

∫ ∞

−∞
ϕ(s)〈E(s;−iAW )B̃y, w〉 ds,
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so that ∣∣∣∣
∫ ∞

−∞
〈E(s;−iAW )B̃φ(s), w〉 ds

∣∣∣∣ ≤ ‖Γθr‖‖y‖Y ‖ϕ‖2‖w‖W .

By the Riesz Representation Theorem (applied on L2(R)), this implies that

[∫ ∞

−∞

∣∣∣〈E(s;−iAW )B̃y, w〉
∣∣∣2 ds]1/2 ≤ ‖Γθr‖‖y‖Y ‖w‖W .

In the same way we prove that, for µ ∈ [0, ωθr),[∫ ∞

−∞
e2µ|s|

∣∣∣〈E(s;−iAW )B̃y, w〉
∣∣∣2 ds]1/2 ≤ β(µ)‖‖y‖Y ‖w‖W .

Using that

〈(λ−AW )−1B̃y, w〉 = −i
∫ ∞

−∞
eiλt〈E(s;−iAW )B̃y, w〉 ds,

we obtain for λ ∈ R ± iµ, with µ ∈ [0, ωθr),∣∣∣〈(λ−AW )−1B̃y, w〉
∣∣∣ = ∫ ∞

−∞
eµ|s|

∣∣∣〈E(s;−iAW )B̃y, w〉
∣∣∣ ds

≤ const.‖y‖Y ‖w‖W , (7.14)

where the constant depends on µ. Thus (λ−AW )−1B̃ is a bounded linear operator
from Y into W , uniformly in |Imλ| ≤ µ, irrespective of the choice of µ ∈ (0, ωθr).
Also, it vanishes in the strong operator topology as |λ| → +∞ within such a strip.
Therefore, in condition R2 we can actually require that B̃ : Y → ImAW without
changing anything essential.

We can actually prove the existence, for each w ∈ W , of a vector function
F (·, w) such that

[(λ −AW )−1B̃]∗w = −i
∫ ∞

−∞
eiλtF (t, w) dt, |Imλ| < ωθr , (7.15)

while for each µ ∈ (0, ωθr),∥∥∥eµ|·|F (·, w)
∥∥∥
L2(R;Y )

≤ β(µ)‖w‖W , w ∈W. (7.16)

Indeed,
|〈Γθr φ,w〉| ≤ ‖Γθr‖‖φ‖L2(R;Y )‖w‖W ,

so that φ �→ 〈Γθr φ,w〉 is a bounded linear functional on L2(R;Y ) with norm
bounded above by ‖Γθr‖‖w‖W . Thus, by the Riesz Representation Theorem, for
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eachw ∈W there exists F (·, w) ∈ L2(R;Y ) of norm bounded above by ‖Γθr‖‖w‖W
such that

〈Γθr φ,w〉W = 〈φ, F (·, w)〉L2(R;Y ), φ ∈ L2(R;Y ), w ∈W.

Using Lemma 7.7 we easily prove (7.15) and (7.16) by applying the Riesz Repre-
sentation Theorem in L2(R, e2µ|t|dt;Y ).

We now define the transfer function Wθr of a right PS-realization by

Wθr (λ) = IY + C(λ −AW )−1B̃,

where |Imλ| < ωθr . We then write the transfer function in the form

[Wθr(λ) − IY ]y = −i
∫ ∞

−∞
eiλtCE(t;−iAW )B̃y dt,

where y ∈ Y and |Imλ| < ωθr . We also define the weighting pattern as the function
kθr : R × Y → Y given by

kθr(t, y) = −iCE(t;−iAW )B̃y. (7.17)

Then kθr (·, y) ∈ L2(R;Y ) for each y ∈ Y . For each y ∈ Y we then have

[Wθr (λ) − IY ]y =
∫ ∞

−∞
eiλtkθr(t, y) dt, |Imλ| < ωθr . (7.18)

Let us now define the input-output operator as follows:

(Tθr φ)(t) =
∫ ∞

−∞
kθr(t− s, φ(s)) ds,

where φ(t) =
∑n

j=1 ϕj(t)yj for certain scalar functions ϕ1, . . . , ϕn ∈ L2(R) and
vectors y1, . . . , yn ∈ Y . Using the commutative diagram

L2(R;Y )
Tθr−−−−→ L2(R;Y )

FY

* *FV

L2(R;Y ) −−−−−−−→
Wθr (·)−IY

L2(R;Y ),

where FY is the Fourier transform map on L2(R;Y ), we can extend Tθr to a
bounded linear operator on L2(R;Y ) satisfying

‖Tθr‖L2(R;Y ) = sup
λ∈R

‖Wθr(λ) − IY ‖.

With the help of a similar diagram we can employ (7.14) and obtain∥∥∥eµ|·|Tθr φ
∥∥∥
L2(R;Y )

≤ β(µ)‖C‖L(W,Y )‖eµ|·|φ‖L2(R;Y ).
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3. Extended Pritchard-Salamon realizations. Let V be a complex Hilbert space and
A(V → V ) a linear operator with domain D(A). Suppose W is another complex
Hilbert space and τ : W → V is a continuous and dense imbedding. Then the
linear operator AW (W →W ) defined by{

D(AW ) = {x ∈ W : τx ∈ D(A), Aτx ∈ τ [W ]},
τAWx = Aτx,

is called the part of W in V (with respect to τ). Then it is easily shown that AW
is a closed operator whenever A is a closed operator. Consequently, if D(A) = V ,
A ∈ L(V ), and Aτ [W ] ⊂ τ [W ], then D(AW ) = W and hence, by the Closed Graph
Theorem, AW ∈ L(W ).

If ρ(A) ∩ ρ(AW ) �= ∅, it is easily shown that AW is the part of A in W if
and only if for some (and hence all) λ ∈ ρ(A) ∩ ρ(AW ) we have the intertwining
relation

(λ−A)−1τ = τ(λ −AW )−1. (7.19)

In the rest of this chapter we shall use this characterization of AW instead of its
actual definition.

We call
θ = (A,B,C;V,W, τ ;Y ) (7.20)

an extended Pritchard-Salamon (PS ) realization if the following conditions are
fulfilled:

E1. −iA(V → V ) is exponentially dichotomous.
E2. The part −iAW of −iA in W is exponentially dichotomous.
E3. B ∈ L(Y, V ) and C ∈ L(W,Y ).
E4. There exists a bounded linear operator Λθ : V → L2(R;Y ) such that

Λθ τx = CE(·;−iAW )x, x ∈ W.

E5. There exists a bounded linear operator Γθ : L2(R;Y ) →W such that

τΓθφ =
∫ ∞

−∞
E(s;−iA)Bφ(s) ds (∈ τ [W ]), φ ∈ L2(R;Y ).

Throughout this section −ωθ will denote the maximum of the exponential
growth bounds of the bisemigroups E(·;−iA) and E(·;−iAW ). Then conditions
E1–E2 imply that

{λ ∈ C : |Imλ| < ωθ} ⊂ ρ(A) ∩ ρ(AW ).

For λ in this strip we immediately have (7.9) and (7.13). Using (7.19) it is easily
shown that

E(t;−iA)τ = τE(t;−iAW ), 0 �= t ∈ R or t = 0±. (7.21)
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We shall prove shortly that any extended PS-realization (7.20) leads to a
left PS-realization and a right PS-realization having the same transfer function,
the same weighting pattern, and the same input-output operator. To derive the
conditions L3 and R3 in the definitions of a left PS-realization and a right PS-
realization, we now prove the following analogue of Lemmas 7.6 and 7.7.

Lemma 7.8. Let θ = (A,B,C;V,W, τ ;Y ) be an extended PS-realization. Then for
every µ ∈ [0, ωθ) there exist constants β(µ) and γ(µ) such that∥∥∥eµ|·|Λθ x∥∥∥

L2(R;Y )
≤ γ(µ)‖x‖V , x ∈ V ; (7.22)

‖Γθ φ‖W ≤ β(µ)‖eµ|·|φ‖L2(R;Y ), eµ|·|φ ∈ L2(R;Y ). (7.23)

These statements remain valid if L2 is replaced by L1.

The proof of Lemma 7.8 is similar to the combined proofs of Lemmas 7.6
and 7.7. However, subtle changes with respect to these two preceding proofs have
convinced us to give the full proof of Lemma 7.8.

Proof. Let t1 > 0, ν ∈ (−ωθ, ωθ), and ω ∈ (|ν|, ωθ). Then for x = τy with y ∈ W ,
we have for some finite constant c1,∫ ∞

0

e2|ν|s ‖(Λθ τy)(s)‖2
Y ds

≤
∞∑
n=0

e2n|ν|t1
∫ t1

0

e2|ν|s ‖CE(s;−iAW )E(nt1;−iAW )y‖2
Y ds

≤ e2|ν|t1‖Λθ‖2
∞∑
n=0

e2n|ν|t1 ‖E(nt1;−iA)τy‖2
V ≤ c21‖τy‖2

V

∞∑
n=0

e−2n(ω−|ν|)t1 .

Similarly, we have, for some finite constant c2,∫ 0

−∞
e2|νs| ‖(Λθ τy)(s)‖2

Y ds

≤
∞∑
n=0

e2n|ν|t1
∫ t1

0

e2|ν|s ‖CE(−s;−iAW )E(−nt1;−iAW )y‖2
Y ds

≤ e2|ν|t1‖Λθ‖2
∞∑
n=0

e2n|ν|t1 ‖E(−nt1;−iA)τy‖2
V ≤ c22‖τy‖2

V

∞∑
n=0

e−2n(ω−|ν|)t1.

Consequently,∫ ∞

−∞
e2|νs| ‖(Λθ τy)(s)‖2

Y ds ≤ (c21 + c22)‖τy‖2
V

∞∑
n=0

e−2n(ω−|ν|)t1,

which implies (7.22).
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By the same token, let φ ∈ L2(R;Y ) and put φ#(s) = φ(−s). Writing∫ ∞

−∞
eνsE(s;−iA)Bφ(s) ds

=
∞∑
n=0

[
enνt1E(nt1;−iA)

∫ t1

0

eνsE(s;−iA)Bφ(nt1 + s) ds

+ e−nνt1E(−nt1;−iA)
∫ 0

−t1
eνsE(s;−iA)Bφ(s− nt1) ds

]
,

we estimate∥∥∥∥∥∥∥∥∥
τ−1

∫ ∞

−∞
eνsE(s;−iA)Bφ(s) ds︸ ︷︷ ︸

∈τ [W ]

∥∥∥∥∥∥∥∥∥
W

≤ const.
∞∑
n=0

e−nt1(ωθ−|ν|)

∥∥∥∥∥∥∥∥∥
τ−1

∫ t1

0

eνsE(s;−iA)Bφ(s+ nt1) ds︸ ︷︷ ︸
∈τ [W ]

+ τ−1

∫ 0

−t1
eνsE(s;−iA)Bφ(s− nt1) ds︸ ︷︷ ︸

∈τ [W ]

∥∥∥∥∥∥∥∥∥
W

≤ const.‖φ‖L2(R;Y ),

which proves (7.23).
The L1 part of this lemma is clear from the L2 part and the estimate (7.11)

whenever 0 < µ < ν < ωθ. �

We now relate extended PS-realizations to left and right PS-realizations by
deriving the following result.

Theorem 7.9. Let θ = (A,B,C;V,W, τ ;Y ) be an extended PS-realization. Then
there exist a unique linear operator C̃ : D(A) → Y and a unique linear operator
B̃ : Y → ImAW such that

C(λ −AW )−1 = C̃(λ−A)−1τ, |Imλ| < ωθ, (7.24)

τ(λ −AW )−1B̃ = (λ−A)−1B, |Imλ| < ωθ. (7.25)

Moreover, θl = (A,B, C̃;V ;Y ) and θr = (AW , B̃, C;W ;Y ) are left and right PS-
realizations. Conversely, let θl = (A,B, C̃;V ;Y ) be a left PS-realization, θr =
(AW , B̃, C;W ;Y ) a right PS-realization, and τ : W → V a continuous and
dense imbedding such that (7.19), (7.24), and (7.25) are satisfied. Then θ =
(A,B,C;V,W, τ ;Y ) is an extended PS-realization.
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Observe that Theorem 7.9 does not state that C̃ and B̃ are bounded or
even closed operators, just that they exist in the algebraic sense. In [97] only the
construction of C̃ is given, not that of B̃.

Proof. According to Lemma 7.8 we have, for each µ ∈ [0, ωθ),∫ ∞

−∞
eµt‖CE(t;−iAW )x‖ dt ≤ γ̃(µ)‖τx‖V .

Taking the Fourier transform we get, for each µ ∈ [0, ωθ),

‖C(λ−AW )−1x‖ ≤ γ̃(µ)‖τx‖V , |Imλ| ≤ µ.

Thus, for these λ, C(λ −AW )−1τ−1 extends to a bounded linear operator, C̃(λ),
from V into Y . Hence there exists a unique linear operator C̃ : D(A) → Y such
that

C̃(λ) = C̃(λ−A)−1, |Imλ| < ωθ.

We now easily check that for x ∈ D(AW ) (and hence τx ∈ D(A))

(Λθl
τx)(t) = CE(t;−iAW )x = (Λθτx)(t),

so that θl satisfies Conditions L1–L3.
Next, for every t ∈ R, µ ∈ [0, ωθ), and φ ∈ L2(R;Y ) we have

∥∥∥∥∥∥∥∥∥
τ−1

∫ ∞

−∞
eµ|s|E(s;−iA)Bφ(t− s) ds︸ ︷︷ ︸

∈τ [W ]

∥∥∥∥∥∥∥∥∥
W

≤ c(µ)‖φ‖L2(R;Y ).

Applying the Fourier transform we see that
∥∥∥∥∥∥∥τ

−1 (λ−A)−1By︸ ︷︷ ︸
∈τ [W ]

∥∥∥∥∥∥∥
W

≤ c(µ)‖y‖Y , |Imλ| ≤ µ.

Thus, for these λ, τ−1(λ − A)−1B extends to a bounded linear operator, B̃(λ),
from Y into W . Hence there exists a unique linear operator B̃ : Y → ImAW such
that

B̃(λ) = (λ−AW )−1B̃,

as claimed.
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We now easily check that for φ ∈ L2(R;Y ) satisfying φ(t) =
∑n

j=1 ϕj(t)yj
for certain vectors y1, . . . , yn ∈ Y and ϕ1, . . . , ϕn ∈ L2(R),

τΓθr φ =
∫ ∞

−∞
τE(s;−iAW )B̃φ(s) ds =

∫ ∞

−∞
E(s;−iA)Bφ(s) ds = τΓθφ,

so that θr satisfies Conditions R1–R3.
Conversely, if θl satisfies Conditions L1–L3, θr satisfies Conditions R1–R3,

and (7.19), (7.24), and (7.25) are satisfied, then we easily verify that

Λθ τ = Λθl
τ, τ Γθ = τ Γθr ,

on suitable dense linear subspaces. As a result, AW is the part of A in W (cf.
(7.19)) and θ is an extended PS-realization. �

For λ satisfying |Im λ| < ωθ we have

C̃(λ−A)−1B
(7.25)
= C̃τ(λ −AW )−1B̃

(7.19)
= C̃(λ−A)−1τB̃

(7.24)
= C(λ−AW )−1B̃.

We can therefore define the transfer function Wθ of an extended PS-realization by
either of the equivalent expressions

Wθ(λ) def=

{
Wθl

(λ) = IY + C̃(λ−A)−1B,

Wθr (λ) = IY + C(λ−AW )−1B̃,
(7.26)

where |Imλ| < ωθ. Using (7.17) and (7.18) we can define the weighting pattern
kθ : R × Y → Y of an extended PS-realization by

kθ(t, y)
def= kθl

(t, y) = kθr(t, y),

where t ∈ R a.e. and y ∈ Y . Then for each µ ∈ [0, ωθ) we have eµ|·|kθ(·, y) ∈
L2(R;Y ) for each y ∈ Y . For each y ∈ Y we then have

[Wθ(λ) − IY ]y =
∫ ∞

−∞
eiλtkθ(t, y) dt, |Imλ| < ωθ.

Observe that we cannot write kθ(t, y) = −iC̃E(t;−iA)By, since C̃ need not
extend to a bounded linear operator from V into Y . Moreover, since B̃ need
not be a bounded linear operator from Y into W , we cannot write kθ(t)y with
kθ(t) ∈ L(Y ) a.e. instead of kθ(t, y). An example of an extended PS-realization θ
where kθ(·, y) cannot be represented as an L(Y )-valued function acting on y ∈ Y ,
has been given in [123, Sec. 4].

We now define the input-output operator as follows:

(Tθφ)(t) =
∫ ∞

−∞
kθ(t− s, φ(s)) ds, (7.27)
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where the integral in (7.27) is a Pettis integral. Then for every µ ∈ [0, ωθ) we have,
as a result of Lemma 2.11,∥∥∥eµ|·|Tθφ∥∥∥

L2(R;Y )
≤ const.‖eµ|·|φ‖L2(R;Y ).

Thus
Tθ = Tθl

= Tθr .

Hence, the input-output operator Tθ is bounded on L2(R;Y ) with norm

‖Tθ‖L2(R;Y ) = sup
λ∈R

‖Wθ(λ) − IY ‖. (7.28)

7.2.2 Duality of extended PS-realizations

The dual of a Pritchard-Salamon system has been defined in [159] using the natural
imbedding of W into V instead of an arbitrary continuous and dense imbedding τ :
W → V , thus complicating the construction. In [96] a more transparent definition
of the dual has been given, where τ∗ : W → V takes the place of τ . Here we
present the definition given in [97], but give a more illuminating account of the
construction. In fact, we also prove that the natural dual of a right PS-realization
is a left PS-realization. At the end of this subsection we discuss the difficulties
encountered in constructing the natural dual of a left PS-realization.

Theorem 7.10. Let θr = (AW , B̃, C;W ;Y ) be a right PS-realization. Then

θ∗r
def= (A∗

W , C
∗, B̃(∗);W ;Y ), (7.29)

where, for |Imλ| < ωθr ,

D(B̃(∗)) = D(A∗
W ), B̃(∗) def= [(λ−AW )−1B̃]∗(λ−A∗

W ), (7.30)

is a left PS-realization satisfying

Wθ∗r (λ) = Wθr (λ)∗, |Imλ| < ωθr , (7.31a)
〈kθ∗r (t, y), z〉 = 〈y, kθr(−t, z)〉, y, z ∈ Y, t ∈ R a.e. (7.31b)

Moreover, if θ = (A,B,C;V,W, τ ;Y ) is an extended PS-realization, then

θ∗ def= (A∗
W , C

∗, B∗;W,V, τ∗;Y ) (7.32)

is an extended Pritchard-Salamon realization and (θ∗)∗ = θ.

Note that it does not follow from the closedness of λ −AW and the bound-
edness of [(λ− AW )−1B̃]∗ that B̃(∗) is a closed operator.
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Proof. Let θr in (7.29) be a right PS-realization. Then −iA∗
W = −(−iAW )∗ is

exponentially dichotomous and C∗ ∈ L(Y,W ). Further, the operator B̃(∗) given
by (7.30) is well defined and its domain coincides with that of A∗

W . Moreover, from
(7.15) we see that Λθ∗r defined by

(
Λθ∗r w

)
(t) = B̃(∗)E(t;−iA∗

W )w = F (t, w), w ∈ D(A∗
W ),

extends to a bounded linear operator from W into L2(R;Y ). Consequently, θ∗r is
a left PS-realization. Its transfer function is given by

Wθ∗r (λ) = IY + B̃(∗)(λ−A∗
W )−1C∗

= IY + [(λ−AW )−1B̃]∗(λ−A∗
W )(λ−A∗

W )−1C∗

= IY + [(λ−AW )−1B̃]∗C∗

=
[
IY + C(λ −AW )−1B̃

]∗
= Wθr (λ)∗.

For y, z ∈ Y we then have

〈[Wθ∗r (λ) − IY
]
y, z〉 = 〈y, [Wθr (λ) − IY

]
z〉,

and therefore ∫ ∞

−∞
eiλt〈kθ∗r (t, y), z〉 dt =

∫ ∞

−∞
e−iλt〈y, kθr (t, z)〉 dt,

which implies (7.31b).
Let us now assume that θ = (A,B,C;V,W, τ ;Y ) is an extended PS-realiza-

tion and define θ∗ by (7.32). Then, by the above, θ∗r is a left PS-realization.
Also, −iA∗ and −iA∗

W are exponentially dichotomous, B∗ ∈ L(V, Y ), and C∗ ∈
L(Y,W ). Since AW is the part of A in W (with respect to τ), we have (7.19) for
all λ satisfying |Imλ| < ωθ. Taking the adjoint we get

(λ− iA∗
W )−1τ∗ = τ∗(λ− iA∗)−1, |Imλ| < ωθ,

which implies that A∗ is the part of A∗
W in V (with respect to τ∗). Using (7.19)

and its implication E(t;−iA)τ = τE(t;−iAW ) for 0 �= t ∈ R and for t = 0±,
we get

τ∗E(t;−iA∗) = E(t;−iA∗
W )τ∗, 0 �= t ∈ R or t = 0±.

The remaining two conditions follow from the results of the following calcu-
lations (in which φ#(t) = φ(−t)):

〈Λθ∗τ∗x, φ〉L2(R;Y ) =
∫ ∞

−∞
〈(Λθ∗τ∗x)(t), φ(t)〉Y dt

=
∫ ∞

−∞
〈B∗E(t;−iA∗)x, φ(t)〉Y dt
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=
∫ ∞

−∞
〈x,E(−t;−iA)Bφ(t)〉V dt

=
∫ ∞

−∞
〈x,E(t;−iA)Bφ(−t)〉V dt

= 〈x, τΓθφ#〉V
= 〈τ∗x,Γθφ#〉W ,

so that

‖Λθ∗τ∗x‖L2(R;Y ) ≤ ‖τ∗x‖W sup
‖φ‖L2(R;Y )=1

‖Γθφ#‖W = ‖Γθ‖ ‖τ∗x‖W ,

and

〈Γθ∗φ, τx〉V = 〈τ∗Γθ∗φ, x〉W
=
∫ ∞

−∞
〈E(t;−iA∗

W )C∗φ(t), x〉W dt

=
∫ ∞

−∞
〈E(−t;−iAW )∗C∗φ(t), x〉W dt

=
∫ ∞

−∞
〈φ(−t), CE(t;−iAW )x〉Y dt

= 〈φ#,Λθτx〉L2(R;Y ),

so that

‖Γθ∗φ‖V ≤ ‖φ‖L2(R;Y ) sup
‖τx‖V =1

‖Λθτx‖L2(R;Y ) = ‖Λθ‖ ‖φ‖L2(R;Y ).

Thus θ∗ is an extended PS-realization, as claimed. We have in fact established the
equalities

Λθ∗ = (ΓθJY )∗, Γθ∗ = (JY Λθ)∗,

where JY is the unitary operator on L2(R, Y ) given by JY φ = φ#.
Finally, as in Subsection 7.1.1, we prove that (θ∗)∗ = θ. �

Let θl = (A,B, C̃;V ;Y ) be a left PS-realization. To prove that

θ∗l = (A∗, C̃∗, B∗;V ;Y )

is a right PS-realization, we need to define the putative operator

C̃∗ def= (λ−A∗)
[
C̃(λ−A)−1

]∗
on all of Y , i.e., we need to prove that, for each y ∈ Y ,[

C̃(λ−A)−1
]∗
y ∈ D(A∗).
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Of course, we can define C̃∗ as a closed operator on the domain of those vectors
y ∈ Y for which

[
C̃(λ−A)−1

]∗
y ∈ D(A∗), but this is not sufficient to arrive at a

right PS-realization. Now note that for |Imλ| < ωθl
, x ∈ D(A), and y ∈ Y

〈(λ−A)x,
[
C̃(λ−A)−1

]∗
y〉 = 〈C̃x, y〉.

In general, this relation cannot be extended (from x ∈ D(A)) to a bounded linear
functional defined on all x ∈ V , because the possible unboundedness of C̃ implies
that the closed and densely defined linear operator C̃∗(Y → V ) need not be defined
on all of Y . In other words, in general θ∗l is not a right PS-realization.

7.2.3 Generating extended PS-realizations

In this subsection we construct an extended PS-realization θ× from a given ex-
tended PS-realization θ such that

Wθ×(λ) = Wθ(λ)−1, λ ∈ R.

We also construct the product θ = θ1θ2 of two extended PS-realizations such that

Wθ(λ) = Wθ1(λ)Wθ2 (λ), λ ∈ R.

Finally, we study spectral factorizations of transfer functions of extended PS-
realizations. Analogous results are derived for left PS-realizations and for right
PS-realizations.

Let us start with the construction of θ×. Since it requires Wθ(λ)−1 to exist
and to converge to IY in the strong operator topology as |λ| → ∞ within a strip
about the real line, we need to strengthen our assumptions on θ.

Theorem 7.11. Let θl = (A,B, C̃;V ;Y ) be a left PS-realization such that Wθl
(λ)−1

exists and is bounded on some strip |Imλ| ≤ ε, where ε ∈ (0, ωθl
). Put A× =

A−BC̃ with D(A×) = D(A). Then

θ×l = (A×, B,−C̃;V ;Y )

is a left PS-realization and

Wθ×
l
(λ) = Wθl

(λ)−1, |Imλ| ≤ ε.

Similarly, let θr = (AW , B̃, C;W ;Y ) be a right PS-realization such that Wθr (λ)−1

exists and is bounded on some strip |Imλ| ≤ ε, where ε ∈ (0, ωθr). Put A×
W =

AW − B̃C with D(A×
W ) = D(AW ). Then

θ×r = (A×
r , B̃,−C;W ;Y )
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is a right PS-realization and

Wθ×r (λ) = Wθr (λ)−1, |Imλ| ≤ ε.

Finally, let θ = (A,B,C;V,W, τ ;Y ) be an extended PS-realization such that
Wθ(λ)−1 exists and is bounded on some strip |Imλ| ≤ ε, where ε ∈ (0, ωθ). Put
A× = A−BC̃ with D(A×) = D(A). Then

θ× = (A×, B,−C;V,W, τ ;Y )

is an extended PS-realization and

Wθ×(λ) = Wθ(λ)−1, |Imλ| ≤ ε.

Proof. Let W (λ) be the transfer function of θl, θr, or θ, and write ω for ωθl
, ωθr , or

ωθ, whatever the case may be. Then for any strongly measurable vector function
φ : R → Y such that eε|·|φ ∈ L2(R;Y ) for any ε ∈ (0, ω), we have, for each
ε ∈ (0, µ),

W (λ)−1φ̂(λ) =
∫ ∞

−∞
eiλtH(t) dt, |Imλ| ≤ ε,

where
H(t) =

1
2π

∫ ∞

−∞
e−iλtW (λ)−1φ̂(λ) dλ

satisfies eε|·|H ∈ L2(R;Y ). This is due to the invertibility condition on the transfer
function W .

1. Left PS-realization. The strip {λ ∈ C : |Imλ| ≤ ε} ⊂ ρ(A×) and

(λ−A×)−1 = (λ−A)−1 − (λ−A)−1BWθl
(λ)−1C̃(λ−A)−1, (7.33a)

C̃(λ−A×)−1 = Wθl
(λ)−1C̃(λ −A)−1, (7.33b)

where |Imλ| ≤ ε. Since

C̃(λ−A)−1x = −i
∫ ∞

−∞
eiλt(Λθl

x)(t) dt, |Imλ| < ωθl
, x ∈ V,

we get, from (7.33b) and Condition L3,

C̃(λ−A×)−1x = −i
∫ ∞

−∞
eiλtHl(t;x) dt, |Imλ| ≤ ε, x ∈ V,

where eε|·|Hl(·;x) ∈ L2(R;Y ). Then for |Imλ| ≤ ε and x ∈ V we have, because of
(7.33a),

(λ−A×)−1x = −i
∫ ∞

−∞
eiλt
[
E(t;−iA)x−

∫ ∞

−∞
E(t− s;−iA)BHl(s;x) ds

]
dt,
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where it is easily verified that the expression between square brackets multiplied
by eε|t| belongs to L∞(R;V ), uniformly in x on bounded subsets of V . According
to Theorem 1.7, −iA× is exponentially dichotomous. Consequently, θ×l is a left
PS-realization. We easily obtain that

Wθ×l
(λ) = IY − C̃(λ−A×)−1B = IY −Wθl

(λ)−1C̃(λ−A)−1B = Wθl
(λ)−1,

as claimed.

2. Right PS-realization. We derive in a similar way

(λ −A×
W )−1 = (λ −AW )−1 − (λ− AW )−1B̃Wθr (λ)−1C(λ−AW )−1, (7.34a)

(λ−A×
W )−1B̃ = (λ −AW )−1B̃Wθr (λ)−1, (7.34b)

where |Imλ| ≤ ε. Now note that

C(λ−AW )−1x = −i
∫ ∞

−∞
eiλtCE(t;−iAW )x, |Imλ| < ωθr , x ∈W,

where the vector function eε|·|CE(·;−iAW )x ∈ L2(R;W ) for some ε > 0. Since
(λ−AW )−1B̃Wθr (λ)−1 is bounded in a horizontal strip about the real line, we get

(λ −A×
W )−1x = −i

∫ ∞

−∞
eiλt [E(t;−iAW )x+H(t;x)] dt, (7.35)

where for some ε > 0 the vector function eε|·|H(·;x) ∈ L∞(R;W ). According to
Theorem 1.7, −iA×

W is exponentially dichotomous. Also, the map Γθ×r , which on
each Bochner integrable step function φ : R → Y is given by

Γθ×r φ =
∫ ∞

−∞
E(s;−iA×

W )B̃φ(s) ds,

extends to a bounded linear operator from L2(R;Y ) into W . Indeed, using (7.35)
we have

Γθ×r φ− Γθr φ = −
∫ ∞

−∞

∫ ∞

−∞
H(t− s;CE(s;−iAW )B̃φ(t)) ds dt.

Letting φ(t) =
∑n

j=1 ϕj(t)xj for x1, . . . , xn ∈ Y and ϕ1, . . . , ϕn ∈ L2(R) with
mutually disjoint support, we get, as a consequence of Lemma 2.11,∥∥∥Γθ×r φ− Γθr φ

∥∥∥ ≤ const.
n∑
j=1

∫ ∞

−∞
|ϕj(s)|‖CE(s;−iAW )B̃xj‖ ds

≤ const.
n∑
j=1

‖ϕj‖2

[∫ ∞

−∞
‖CE(s;−iAW )B̃xj‖2 ds

]1/2

≤ const.2
n∑
j=1

‖ϕj‖2‖xj‖ = const.2‖φ‖L2(R;Y ).

Hence θ×r satisfies Condition R3 as well. Consequently, θ×r is a right PS-realization.
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3. Extended PS-realization. Equations (7.33a) and (7.34a) imply that for |Imλ|≤ε,

(λ−A×)−1τ
(7.33a)

= (λ−A)−1τ − (λ−A)−1BWθl
(λ)−1C̃(λ−A)−1τ

= τ(λ −AW )−1 − τ(λ −AW )−1B̃Wθr (λ)−1C(λ−AW )−1

(7.34a)
= τ(λ−A×

W )−1,

where (7.19), (7.24), (7.25), and (7.26) are used at the second equality sign. Con-
sequently, A×

W = (A×)W , the part of A× in W . Also,

C̃(λ−A×)−1τ = C(λ−A×
W )−1, (λ−A×)−1B = τ(λ −A×

W )−1B̃,

implying that −C̃ and B̃ are the operators defined in terms of θ× in the sense of
Theorem 7.9. We also get

Wθ(λ)−1 = IY − C̃(λ −A×)−1B = IY − C(λ−A×
W )−1B̃, |Imλ| ≤ ε,

which coincides with the transfer function of θ×.
To prove that θ× is an extended PS-realization, we rely on the fact that θ×l

is a left PS-realization and θ×r is a right PS-realization. First observe that

C̃(λ −A×)−1τ = C̃
[
(λ−A)−1 − (λ −A)−1BWθl

(λ)−1C̃(λ−A)−1
]
τ

= C(λ−AW )−1 − [Wθl
(λ) − IY ]Wθl

(λ)−1C(λ −AW )−1

= Wθl
(λ)−1C(λ −AW )−1 = Wθr (λ)−1C(λ −AW )−1

= [IY − C(λ −A×
W )−1B̃]C(λ −AW )−1 = C(λ −A×

W )−1.

Then the coupling relation

C̃E(t;−iA×)τ = CE(t;−iA×
W ), 0 �= t ∈ R,

which follows by inverse Laplace transformation, implies that for x ∈W ,∥∥CE(·;−iA×
W )x

∥∥
L2(R;Y )

=
∥∥∥C̃E(·;−iA×)τx

∥∥∥
L2(R;Y )

≤ ‖Λθ×l ‖‖τx‖V ,

so that θ× satisfies Condition E4. In the same way we prove the coupling relation

τE(t;−iA×
W )B̃ = E(t;−iA×)B

from the equality
τ(λ− A×

W )−1B̃ = (λ−A×)−1B.

As a result, for φ ∈ L2(R;Y ) of the form φ(t) =
∑n

j=1 ϕj(t)xj with scalar functions
ϕ1, . . . , ϕn ∈ L2(R) and vectors x1, . . . , xn ∈ Y we obtain

Γθ× φ =
∫ ∞

−∞
E(s;−iA×)Bφ(s) ds =

∫ ∞

−∞
τE(s;−iA×

W )Bφ(s) ds = τΓθ×r φ,
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implying that Γθ× φ ∈ τ [W ] and

‖τ−1Γθ× φ‖W ≤ ‖Γθ×r ‖‖φ‖L2(R;Y ).

Thus θ× satisfies Condition E5. Consequently, θ× is an extended PS-realization.
�

Let us now derive the product rule for extended PS-realizations, left PS-
realizations, and right PS-realizations.

Theorem 7.12. For j = 1, 2, let θlj = (Aj , Bj , C̃j ;Vj ;Y ) be two left PS-realizations.
Put θl = (A,B, C̃;V ;Y ), where

V = V1+̇V2, D(A) = D(A1)+̇D(A2), (7.36a)

A =
(
A1 B1C̃2

0 A2

)
, B =

(
B1

B2

)
, C̃ =

(
C̃1 C̃2

)
. (7.36b)

Then θl is a left PS-realization and

Wθl
(λ) = Wθl1(λ)Wθl2 (λ), |Imλ| < min(ωθl1 , ωθl2). (7.37)

For j = 1, 2, let θrj = (Aj,W , B̃j , Cj ;Wj ;Y ) be two right PS-realizations. Put
θr = (AW , B̃, C;W ;Y ), where

W = W1+̇W2, D(AW ) = D(A1,W )+̇D(A2,W ), (7.38a)

AW =
(
A1,W B̃1C2

0 A2,W

)
, B̃ =

(
B̃1

B̃2

)
, C =

(
C1 C2

)
. (7.38b)

Then θr is a right PS-realization and

Wθr(λ) = Wθr1(λ)Wθr2 (λ), |Imλ| < min(ωθr1 , ωθr2).

Finally, for j = 1, 2, let θj = (Aj , Bj , Cj ;Vj ,Wj , τj ;Y ) be two extended PS-
realizations. Put θ = (A,B,C;V,W, τ ;Y ), where A, B, C, V , and W are given by
(7.36) and (7.38) and τ = τ1+̇τ2. Then θ is an extended PS-realization and

Wθ(λ) = Wθ1(λ)Wθ2 (λ), |Im λ| < min(ωθ1 , ωθ2).

If Wθ1(λ)−1 and Wθ2(λ)−1 are bounded in the strip {λ ∈ C : |Imλ| ≤ ε} for
some ε ∈ (0,min(ωθ1 , ωθ2)), then

θ× = (θ2)×(θ1)×,

where

A× =
(

A×
1 0

−B2C̃1 A×
2

)
, A×

W =
(
A×

1,W 0
−B̃2C1 A×

2,W

)
.

This result holds for left, right, and extended PS-realizations, whatever may be
the situation.
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Proof of Theorem 7.12. It easily follows that, for |Imλ| < min(ωθ1 , ωθ2),

(λ−A)−1 =
(

(λ−A1)−1 (λ−A1)−1B1C̃2(λ−A2)−1

0 (λ−A2)−1

)

for |Imλ| < min(ωθl1 , ωθl2) and

(λ−AW )−1 =
(

(λ−A1,W )−1 (λ−A1,W )−1B̃1C2(λ−A2,W )−1

0 (λ−A2,W )−1

)

for |Imλ| < min(ωθr1 , ωθr2). We then have

(λ−A)−1x = −i
∫ ∞

−∞
eiλtE(t, x) dt, x ∈ V,

(λ −AW )−1x = −i
∫ ∞

−∞
eiλtEW (t, x) dt, x ∈ W,

where for x = (x1, x2),

E(t, x) =


E(t;−iA1)x1

∫ ∞

−∞
E(t− s;−iA1)B1(Λθl2 x2)(s) ds

0 E(t;−iA2)x2


 ,

EW (t, x) =
(
E(t;−iA1,W )x1 [EW (t, x)]12

0 E(t;−iA2,W )x2

)
,

[EW (t, x)]12 =
∫ ∞

−∞
E(t− s;−iA1,W )B̃1C2E(s;−iA2,W )x2 ds.

Now note that θl2 satisfies Condition L3. It is then easily seen that, for 0 ≤ µ <
min(ωθl1 , ωθl2),

‖E(t, x)‖ ≤ const.e−µ|t|‖x‖V , x ∈ V.

As a result of Theorem 1.7, −iA is exponentially dichotomous. Next, using that
eµ|·|E(·;−iA1,W )B̃1y ∈ L2(R;W ) for y ∈ Y whenever 0 ≤ µ < min(ωθr1 , ωθr2)
and θr1 is a right PS-realization, it is easily seen that for 0 ≤ µ < min(ωθr1 , ωθr2)

‖EW (t, x)‖ ≤ const.e−µ|t|‖x‖W , x ∈W.

As a result of Theorem 1.7, −iAW is exponentially dichotomous.
For the above ranges of λ we have

C̃(λ−A)−1 =
(
C̃1(λ−A1)−1 Wθl1(λ)C̃2(λ− A2)−1

)
, (7.39a)

(λ−AW )−1B̃ =
(

(λ−A1,W )−1B̃1Wθr2(λ)
(λ−A2,W )−1B̃2

)
. (7.39b)

We then get by inverse Laplace transformation

Λθl
=
(
Λθl1 [I + Tθl1]Λθl2

)
, Γθr =

(
Γθr1 [I + Tθr2 ]

Γθr2

)
,
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where Tθl1 and Tθr2 are the input-output operators of θl1 and θr2. Since these
input-output operators are bounded on L2(R;Y ), we see that the operators Λθl

:
V → L2(R;Y ) and Γθr : L2(R;Y ) → W are bounded. Thus θl satisfies Condition
L3 and θr satisfies Condition R3. Consequently, θl is a left PS-realization and θr
is a right PS-realization.

Let us now compute the transfer functions of θl and θr. Using (7.39a) we
have

Wθl
(λ) = IY + C̃(λ−A)−1B

= IY + C̃1(λ−A1)−1B1 +Wθl1(λ)C̃2(λ−A2)−1B2

= Wθl1(λ)Wθl2(λ).

In a similar way we have, with the help of (7.39b),

Wθr(λ) = IY + C(λ −AW )−1B̃

= IY + C1(λ−A1,W )−1B̃1Wθr2(λ) + C2(λ−A2,W )−1B̃2

= Wθr1(λ)Wθr2 (λ).

Let us now depart from the extended PS-realizations θ1 and θ2 and construct
the compound

θ = (A,B,C;V,W, τ ;Y ),

where A, B, C, V , W , and τ are given by (7.36) and (7.38) and τ = τ1+̇τ2. Then
the corresponding θl = (A,B, C̃;V ;Y ) is a left PS-realization and the correspond-
ing θr = (AW , B̃, C;W ;Y ) is a right PS-realization. Further,

(λ−A)−1τ =
(

(λ−A1)−1τ1 (λ−A1)−1B1C̃2(λ−A2)−1τ2
0 (λ−A2)−1τ2

)

=
(
τ1(λ−A1,W )−1 τ1(λ−A1,W )−1B̃1C2(λ−A2,W )−1

0 τ2(λ− A2,W )−1

)
= τ(λ −AW )−1,

so that AW is the part of A in W . Using (7.39a) we compute

C̃(λ−A)−1τ =
(
C̃1(λ −A1)−1τ1 Wθl1(λ)C̃2(λ−A2)−1τ2

)
=
(
C1(λ −A1,W )−1 Wθ1(λ)C2(λ−A2,W )−1

)
= C(λ−AW )−1.

Analogously, with the help of (7.39b) we get

τ(λ −AW )−1B̃ =
(
τ1(λ−A1,W )−1B̃1Wθr2(λ)

τ2(λ−A2,W )−1B̃2

)

=
(

(λ−A1)−1B1Wθ2(λ)
(λ−A2)−1B2

)
= (λ −A)−1B.

Consequently, θ is an extended PS-realization, as claimed. �
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7.2.4 Factorizing extended PS-realizations

Let us now present the analog of Theorem 7.4 for transfer functions of extended
PS-realizations [97]. Let θ = (A,B,C;V,W, τ ;Y ) be an extended PS-realization
such thatWθ(λ)−1 is bounded in the strip {λ ∈ C : |Imλ| ≤ ε} for some ε ∈ (0, ωθ).
Then we define V±, W±, V ×

± , and W×
± as follows:

V± = ImE(0±;−iA), V ×
± = ImE(0±;−iA×),

W± = ImE(0±;−iAW ), W×
± = ImE(0±;−iA×

W ),

where −E(0−;−iA), −E(0−;−iA×), −E(0−;−iAW ), and −E(0−;−iA×
W ) are the

separating projections of the bisemigroups generated by −iA, −iA×, −iAW , and
−iA×

W , respectively.

Theorem 7.13. Let θ = (A,B,C;V,W, τ ;Y ) be an extended PS-realization such
that Wθ(λ)−1 is bounded in the strip {λ ∈ C : |Im λ| ≤ ε} for some ε ∈ (0, ωθ).
Then the following statements are equivalent:

1. Wθ(·) has a left quasi-canonical factorization.
2. We have the decompositions V = V−+̇V ×

+ and W = W−+̇W×
+ .

3. For every g ∈ L2(R+;Y ) the convolution equation

φ(t) +
∫ ∞

0

kθ(t− s, φ(s)) ds = g(t), t ∈ R
+, (7.40)

is uniquely solvable in L2(R+;Y ).

Moreover, we have the equivalent statements:

1′. Wθ(·) has a right quasi-canonical factorization.
2′. We have the decompositions V = V++̇V ×

− and W = W++̇W×
− .

3′. For every g ∈ L2(R−;Y ) the convolution equation

φ(t) +
∫ 0

−∞
kθ(t− s, φ(s)) ds = g(t), t ∈ R

−, (7.41)

is uniquely solvable in L2(R−;Y ).

In (7.40)–(7.41) the integrals are to be understood as Pettis integrals.

We restrict ourselves to proving the equivalence of conditions 1–3. The proof
of the implication (1) =⇒ (3) proceeds almost exactly as in the proof of Theorem
7.4 and is omitted.

Proof of Theorem 7.13. (2) =⇒ (1) Let Π stand for the projection of V onto V ×
+

along V− and let
θl = (A,B, C̃;V ;Y ) (7.42)
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be a left PS-realization such that V = V−+̇V ×
+ and Wθl

(λ)−1 is bounded on
|Imλ| ≤ ε. Suppose A1, A2, A×

1 , and A×
2 are the parts of A in V−, of A in V ×

+ , of
A× in V−, and of A× in V ×

+ , respectively, so that A1 is the restriction of A to V−
and A×

2 is the restriction of A× to V ×
+ . Let C̃1 and C̃2 be the restrictions of C̃ to

V− and V ×
+ , and let B1 ∈ L(Y, V−) and B2 ∈ L(Y, V ×

+ ) have the same actions as
(IV − Π)B and ΠB. Put

θl1 = (A1, B1, C̃1;V−;Y ), θl2 = (A2, B2, C̃2;V ×
+ ;Y ),

θ×l1 = (A×
1 , B1,−C̃1;V−;Y ), θ×l2 = (A×

2 , B2,−C̃2;V ×
+ ;Y ).

Then for x ∈ V− we have

C̃1(λ−A1)−1x = C̃(λ−A)−1x = −i
∫ ∞

−∞
eiλt(Λθl

x)(t) dt,

while for x ∈ V ×
+ we have

C̃2(λ−A×
2 )−1x = C̃(λ−A×)−1x = i

∫ ∞

−∞
eiλt(Λθ×2 x)(t) dt.

Thus

Λθl1 = Λθl
|V− : V− → L2(R;Y ) and Λθ×l2 = Λθ×2

∣∣∣
V ×
+

: V ×
+ → L2(R;Y )

are bounded. Furthermore, −iA1 and −iA×
2 are restrictions of exponentially di-

chotomous operators and hence exponentially dichotomous. Therefore, θl1 and θ×l2
are left PS-realizations. Moreover,

Wθl
(λ)Wθ×l2

(λ) =
[
IY + C̃(λ−A)−1B

] [
IY − C̃(λ−A)−1ΠB

]
= IY + C̃(λ −A)−1(IV − Π)B = Wθl1(λ). (7.43)

If θl in (7.42) is a left PS-realization, then it does not follow immediately that θl2
and θ×l1 are left PS-realizations too.

Now note that

(λ−A2)−1x = Π(λ−A)−1x = −i
∫ ∞

−∞
eiλtΠE(t;−iA)xdt

for x ∈ V−, and

(λ−A×
1 )−1 = (IV − Π)(λ −A×)−1x = −i

∫ ∞

−∞
eiλt(IV − Π)E(t;−iA×)xdt

for x ∈ V ×
+ , where ΠE(t;−iA)x and (IV − Π)E(t;−iA×)x are bounded above by

M e−c|t| for certain c,M > 0. It then follows from Theorem 1.7 that −iA2 and
−iA×

1 are exponentially dichotomous.
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Next, let ΠW denote the projection of W onto W×
+ along W− and let

θr = (AW , B̃, C;W ;Y ) (7.44)

be a right PS-realization such that W = W−+̇W×
+ and Wθr (λ)−1 is bounded on

|Imλ| ≤ ε. Suppose A1,W , A2,W , A×
1,W , and A×

2,W are the parts of AW in W−, of
AW in W×

+ , of A×
W in W−, and of A×

W in W×
+ , respectively, so that A1,W is the

restriction of AW to W− and A×
2,W is the restriction of A×

W to W×
+ . Let C1 and C2

be the restrictions of C to W− and W×
+ , and let B̃1 : Y → W− and B̃2 Y → W×

+

have the same actions as (IW − ΠW )B̃ and ΠW B̃. Put

θr1 = (A1,W , B̃1, C1;W−;Y ), θr2 = (A2,W , B̃2, C2;W×
+ ;Y ),

θ×r1 = (A×
1,W , B̃1,−C1;W−;Y ), θ×r2= (A×

2,W , B̃2,−C2;W×
+ ;Y ).

Then for φ ∈ L2(R;Y ) a step function the expressions

Γθr2 φ =
∫ ∞

−∞
E(s;−iAW,2)B̃2φ(s) ds = ΠWΓθr φ

and

Γθ×
l1
φ =

∫ ∞

−∞
E(s;−iA×

W,1)B̃1φ(s) ds = (IW − ΠW )Γθ×r φ

extend to bounded linear operators from L2(R;Y ) into W×
+ and W−, respectively.

Also, for x ∈ W×
+ we have

(λ−AW,2)−1x = ΠW (λ−AW )−1x = −i
∫ ∞

−∞
eiλtΠWE(t;−iAW )xdt,

so that −iAW,2 is exponentially dichotomous as a result of Theorem 1.7 and the
exponential bound on ΠWE(t;−iAW ). Similarly, for x ∈W− we have

(λ −A×
W,1)

−1x = (IW − ΠW )(λ−A×
W )−1x

= −i
∫ ∞

−∞
eiλt(IW − ΠW )E(t;−iA×

W )xdt,

so that −iA×
W,1 is exponentially dichotomous as a result of Theorem 1.7 and the

exponential bound on (IW −ΠW )E(t;−iA×
W ). Consequently, θr2 and θ×r1 are right

PS-realizations. Moreover,

Wθ×r1
(λ)Wθr (λ) =

[
IY − C(I − ΠW )(λ−A×

W )−1B̃
] [
IY + C(λ −AW )−1B̃

]
= IY + C(λ −AW )−1B̃ − C(I − ΠW )(λ −A×

W )−1B̃

+ C(I − ΠW )(λ −A×
W )−1[(λ−AW ) − (λ−A×

W )](λ−AW )−1B̃

= IY + CΠW (λ−AW )−1B̃ = Wθr2(λ). (7.45)
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If θr is a right PS-realization, then it is not obvious if θr1 and θ×r2 are right PS-
realizations.

Now suppose that
θ = (A,B,C;V,W, τ ;Y )

is an extended PS-realization such that Wθ(λ)−1 is bounded on |Imλ| ≤ ε. Con-
sider the corresponding left PS-realization θl in (7.42) and the corresponding right
PS-realization θr in (7.44). Assuming that V = V−+̇V ×

+ and W = W−+̇W×
+ , θl1

and θ×l2 are left PS-realizations and θr2 and θ×r1 are right PS-realizations satisfying
(7.43) and (7.45). Given that

(λ−A)−1τ = τ(λ −AW )−1, (λ−A×)−1τ = τ(λ −A×
W )−1,

we clearly have
τ [W±] ⊂ V±, τ [W×

± ] ⊂ V ×
± ,

which implies
Πτ = τΠW .

Let τ1 : W− → V− be the restriction of τ to V− and τ2 : W×
+ → V ×

+ the restriction
of τ to W×

+ . Then τ1 and τ2 are continuous and dense imbeddings satisfying

(λ−Aj)−1τj = τj(λ −Aj,W )−1, (λ−A×
j )−1τj = τj(λ −A×

j,W )−1, (7.46)

where j = 1, 2. As a result, for j = 1, 2,

C̃j(λ−Aj)−1Bj = C̃jτj(λ−Aj,W )−1B̃j

= C̃j(λ−Aj)−1τjB̃j = Cj(λ−Aj,W )−1B̃j , (7.47a)

C̃j(λ−A×
j )−1Bj = C̃jτj(λ−A×

j,W )−1B̃j

= C̃j(λ−A×
j )−1τjB̃j = Cj(λ−A×

j,W )−1B̃j . (7.47b)

Consequently, for j = 1, 2 and |Imλ| ≤ ε we have

Wθlj
(λ) = Wθrj (λ), Wθ×lj

(λ) = Wθ×rj
(λ).

Now (7.43) implies that

Wθl1(λ)−1 = Wθr2(λ)Wθ(λ)−1,

Wθr2(λ)−1 = Wθ(λ)−1Wθl1(λ)−1,

making either expression bounded on a strip |Imλ| ≤ ε. Then, according to
Theorem 7.11, θ×l1 and θl2 are left PS-realizations and θ×r2 and θr1 are right PS-
realizations. Using the intertwining relations (7.46) and (7.47) we see that θ1 and
θ2 are extended PS-realizations satisfying (7.37).
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(3) =⇒ (2) Let θ = (A,B,C;V,W, τ ;Y ) be an extended PS-realization and
let (7.40) be uniquely solvable. Then

Θl = (A, IV , BC̃;V ;V )

is a left PS-realization with transfer function (λ−A×)(λ −A)−1 and

Θr = (AW , B̃C, IW ;W ;W )

is a right PS-realization with transfer function (λ − AW )−1(λ − A×
W ). Letting

T+
l : L2(R+;V ) → L2(R+;Y ) and T+

r : L2(R+;Y ) → L2(R+;W ) stand for the
bounded linear operators defined by

T+
l φ = −i

∫ ∞

0

C̃E(t− s;−iA)φ(s) ds,

T+
r φ = −i

∫ ∞

0

E(t− s;−iAW )B̃φ(s) ds,

where t ∈ R+, we see that T+
l B and CT+

r are the parts of the input-output
operators Tθl

and Tθr in L2(R+;Y ) and BT+
l and T+

r C are the parts of the input-
output operators TΘl

and TΘr in L2(R+;V ) and L2(R+;W ), respectively. Thus
the convolution equations

Φ(t) +
∫ ∞

0

BC̃E(t− s;−iA)Φ(s) ds = g(t), t ∈ R
+, (7.48a)

Ψ(t) +
∫ ∞

0

E(t− s;−iAW )B̃CΨ(s) ds = h(t), t ∈ R
+, (7.48b)

are uniquely solvable in L2(R+;V ) and L2(R+;W ), respectively.
For x ∈ W let G(·, x) be the unique solution of the convolution equation

(7.48b) with right-hand side g(t) = E(t;−iAW )x. Then for u ≥ 0 and t > 0 we
have

G(t+ u, x) − i

∫ ∞

0

E(t− s;−iAW )B̃CG(s + u, x) ds

= G(t+ u, x) − i

∫ ∞

u

E(t+ u− s;−iAW )B̃CG(s, x) ds

= E(t+ u;−iAW )x+ i

∫ u

0

E(t+ u− s;−iAW )B̃CG(s, x) ds

= E(t;−iAW )
[
E(u;−iAW )x+ i

∫ u

0

E(u− s;−iAW )B̃CG(s, x) ds
]

= E(t;−iAW )
[
E(u;−iAW )x+ i

∫ ∞

0

E(u− s;−iAW )B̃CG(s, x) ds
]

= E(t;−iAW )G(u, x).
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Thus we have found the product rule

G(t+ u, x) = G(t, G(u, x)), x ∈ W, t, u ∈ R
+.

For t ∈ R+ let us introduce the bounded linear operator G(t) defined by G(t)x =
G(t, x) for x ∈W . Then G(0) is a bounded projection on W with kernel W−.

Let us now substitute E(·;−iA×
W )G(0)x with x ∈ W in the left-hand side of

(7.48b), yielding e ∈ L2(R+;W ). Extending the convolution equation to the full
line in the usual way and taking Fourier transforms we obtain

ê+(λ) = (λ −AW )−1E(0+;−iAW )x.

Therefore,
W−+̇ImG(0) = W, ImG(0) ⊂W×

+ .

Similarly, substituting E(·;−iA×
W )x with x ∈ W in the left-hand side of (7.48b)

we get E(·;−iAW )x on the right-hand side. ThusW−+̇W×
+ = W . From the unique

solvability of (7.48b) it now follows that

W−+̇W×
+ = W,

so that G(0) is the projection of W onto W×
+ along W−.

Taking the limit in (7.48b) as t→ 0+ we get, for x ∈W ,

τG(0)x = τE(0+;−iAW )x+ i

∫ ∞

0

E(−s;−iAW )B̃CE(s;−iA×
W )G(0)xds

= E(0+;−iA)τx− iΓθrUΛθ×l τG(0)x,

where U : L2(R;Y ) → L2(R−;Y ) is given by (Uφ)(t) = φ(−t). As a result,

‖τG(0)x‖V ≤ const.‖τx‖V , x ∈ W,

implying the boundedness of τG(0)τ−1 on V . Thus τG(0)τ−1 extends to the pro-
jection of V onto V ×

+ along V− and hence V ×
+ +̇V− = V . �

We now prove the analog of Corollary 7.5 for extended PS-realizations.

Corollary 7.14. Let θ = (A,B,C;V,W, τ ;Y ) be an extended PS-realization satis-
fying

sup
|Imλ|≤µ

‖Wθ(λ) − IY ‖L(Y ) < 1

for some µ ∈ (0, ωθ). Then Wθ(·) has a left and a right quasi-canonical factoriza-
tion.

The corollary is immediate from (7.28) which implies that

‖T̃θ‖L(L2(R+;Y ) ≤ ‖Tθ‖L(L2(R+;Y ) = sup
λ∈R

‖Wθ(λ) − IY ‖L(Y ) < 1.

This in turn implies the unique solvability of (7.41) on L2(R+;Y ).
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It is not obvious how to derive general quasi-canonical factorization theo-
rems for left PS-realizations and right PS-realizations, especially how to prove the
transition (2) =⇒ (1). As we have seen above, it is straightforward to prove that
θl1 and θ×l2 are left PS-realizations satisfying (7.43) if θl is a left PS-realization,
and that θr2 and θ×r1 are right PS-realizations satisfying (7.45) if θr is a right
PS-realization. To complete the proof, we need to apply Theorem 7.11 to θl1, θ×l2,
θr2, and θ×r1, but this requires the boundedness of the inverses of their respective
symbols on a horizontal strip. In the case of extended PS-realizations (Theorem
7.13) this easily follows by equating the transfer functions of τ -compatible left and
right PS-realizations. Below in Theorems 7.15 and 7.16 we assume the compact-
ness of the bounded operator B or C in the realization to arrive at a similar result.
In this way we generalize the factorization result given in [16] for so-called BGK
realizations with a finite-dimensional input-output space Y .

Theorem 7.15. Let θl = (A,B, C̃;V ;Y ) be a left PS-realization such that B is a
compact operator. Then the following statements are equivalent:

1. Wθl
(·) has a left canonical factorization.

2. We have the decomposition V = V−+̇V ×
+ .

3. For every g ∈ L2(R+;Y ) the convolution equation

φ(t) +
∫ ∞

0

kθ(t− s, φ(s)) ds = g(t), t ∈ R
+, (7.49)

is uniquely solvable in L2(R+;Y ).

Moreover, we have the equivalent statements:

1′. Wθl
(·) has a right canonical factorization.

2′. We have the decomposition V = V++̇V ×
− .

3′. For every g ∈ L2(R−;Y ) the convolution equation

φ(t) +
∫ 0

−∞
kθl

(t− s, φ(s)) ds = g(t), t ∈ R
−, (7.50)

is uniquely solvable in L2(R−;Y ).

In (7.49)–(7.50) the integrals are to be understood as Pettis integrals.

Proof. If θl = (A,B, C̃;V ;Y ) is a left PS-realization, then for some ε > 0 we have,
as a consequence of the Riemann-Lebesgue Lemma,

lim
|λ|→+∞
|Imλ|≤ε

‖C̃(λ−A)−1x‖Y = 0, x ∈ V,

because for each x ∈ V ,

C̃(λ−A)−1x = −i
∫ ∞

−∞
eiλt(Λθl

x)(t) dt, eε|·|Λθl
x ∈ L1(R;Y ).
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Then the compactness of B implies that

‖Wθl
(λ) − IY ‖L(Y ) = ‖C̃(λ −A)−1B‖L(Y )

vanishes as |λ| → +∞ within the strip |Imλ| ≤ ε.

(2) =⇒ (1) Now assume that V = V−+̇V ×
+ . Then the compactness of B

implies that Wθl1(λ) and Wθ×l2
(λ) tend to the identity in the operator norm as

|λ| → +∞ within this strip and hence that the inverses of these operator functions
are bounded on a (possibly reduced) strip. We may then apply Theorem 7.11 to
prove that θ×l1 and θl2 are left PS-realizations as well. The factorization

Wθl
(λ) = Wθl1(λ)Wθl2 (λ)

then is a left canonical factorization.

(3) =⇒ (2) Let (7.49) be uniquely solvable. Then (7.48a) is uniquely solv-
able. Further, it is easily shown that, for each x ∈ V ,

Φ(t) = BC̃E(t;−iA×)x (7.51)

is the solution corresponding to the right-hand side g(t) = BC̃E(t;−iA)x. Suppose
x ∈ V−∩V ×

+ . Then (7.51) would be a solution of (7.48a) with zero right-hand side
and hence the zero solution. Taking their Fourier transforms, we get

(λ−A×)−1x︸ ︷︷ ︸
analytic for Imλ>−ε

= (λ− A)−1x︸ ︷︷ ︸
analytic for Imλ<ε

, λ ∈ R,

which implies x = 0, by Liouville’s theorem. Thus V− ∩ V ×
+ = {0}.

Now let Φ(·, x) be the unique solution of (7.48a) with right-hand side g(t) =
BC̃E(t;−iA)x. Then for a.e. t ∈ R

+ and each u ∈ R
+ we compute

Φ(t+ u, x) − i

∫ ∞

0

BC̃E(t− s;−iA)Φ(s+ u, x) ds

= Φ(t+ u, x) − i

∫ ∞

u

BC̃E(t+ u− s;−iA)Φ(s, x) ds

= BC̃E(t+ u;−iA)x+ i

∫ u

0

BC̃E(t+ u− s;−iA)Φ(s, x) ds

= BC̃E(t;−iA)
[
E(u;−iA)x+ i

∫ u

0

E(u− s;−iA)Φ(s, x) ds
]

= BC̃E(t;−iA)
[
E(u;−iA)x+ i

∫ ∞

0

E(u− s;−iA)Φ(s, x) ds
]

= BC̃E(t;−iA)F (u, x),
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where F (·, x) ∈ BC(R+;V ) for every u ∈ R+, thus justifying the third of the
above transitions. Letting u→ 0+ we get Φ(t, x) = BC̃E(t;−iA)x for a.e. t ∈ R+.
The existence of a solution of (7.48a) for g(t) = E(t;−iA)x then implies that[

V ×
+ + V−

] ∩ V+ = V+.

Using that

V

V ×
+ + V−

=
[V ×

+ + V−] + V+

V ×
+ + V−

� V+

[V ×
+ + V−] ∩ V+

= {0}

as complex vector space isomorphisms, we get V ×
+ + V− = V , as claimed. �

Analogously we have

Theorem 7.16. Let θr = (AW , B̃, C;W ;Y ) be a right PS-realization such that C
is a compact operator. Then the following statements are equivalent:

1. Wθr (·) has a left canonical factorization.
2. We have the decomposition W = W−+̇W×

+ .
3. For every g ∈ L2(R+;Y ) the convolution equation

φ(t) +
∫ ∞

0

kθr (t− s, φ(s)) ds = g(t), t ∈ R
+, (7.52)

is uniquely solvable in L2(R+;Y ).

Moreover, we have the equivalent statements:

1′. Wθr (·) has a right canonical factorization.
2′. We have the decomposition W = W++̇W×

− .
3′. For every g ∈ L2(R−;Y ) the convolution equation

φ(t) +
∫ 0

−∞
kθ(t− s, φ(s)) ds = g(t), t ∈ R

−, (7.53)

is uniquely solvable in L2(R−;Y ).

In (7.52)–(7.53) the integrals are to be understood as Pettis integrals.

Proof. If θr = (AW , B̃, C;W ;Y ) is a right PS-realization, then (7.15) and (7.16)
imply that

lim
|λ|→+∞
|Imλ|≤ε

∥∥∥[(λ −AW )−1B̃]∗w
∥∥∥
Y

= 0, w ∈ W.

The compactness of C then implies that

‖Wθr (λ) − IY ‖L(Y ) = ‖C(λ−AW )−1B̃‖L(Y )

vanishes as |λ| → +∞ within the strip |Imλ| ≤ ε.
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(2) =⇒ (1) Now assume that W = W−+̇W×
+ . Then the compactness of C

implies that Wθr2(λ) and Wθ×r1
(λ) tend to the identity in the operator norm as

|λ| → +∞ within a strip and hence that the inverses of these operator functions
are bounded on a strip. We may then apply Theorem 7.11 to prove that θ×r2 and
θr1 are right PS-realizations as well. The factorization

Wθr(λ) = Wθr1(λ)Wθr2 (λ)

then is a left canonical factorization.

(3) =⇒ (2) As in the proof of Theorem 7.13, we use the unique solvability
of (7.48b). We may then repeat its proof almost verbatim and conclude that
W = W−+̇W×

+ . The proof of (1) =⇒ (3) is again trivial. �

7.2.5 Solving the realization problem

In this subsection we give a complete description of the class of operator functions
which can be represented as transfer functions of extended PS-realizations. We
actually solve the so-called realization problem, i.e., we explicitly construct the
extended PS-realization whose transfer function coincides with the given operator
function. In the final paragraph of this subsection we also solve the realization
problem for right PS-realizations. There is no known solution of the realization
problem for left PS-realizations.

The realization problem for noncausal linear systems with all three opera-
tors A, B, and C bounded, which leads to a C∞ weighting pattern k satisfying
eε|·|k(·) ∈ L1(R;L(Y )), has been solved by Bart and Kroon [20]. For left PS-
realizations on finite-dimensional spaces the realization problem was solved by
Bart, Gohberg, and Kaashoek [17]. We now present the solution of the realization
problem for extended PS-realizations as in [97].

Given µ ≥ 0 and a complex Hilbert space Y , we let L2
±µ(R

+;Y ) stand for
the complex Hilbert spaces of all strongly measurable functions φ : R+ → Y which
are bounded with respect to the norm

‖φ‖ =
[∫ ∞

0

e∓2µt‖φ(t)‖2
Y dt

]1/2
.

Similarly, we let L2
±µ(R

−;Y ) be the complex Hilbert spaces of all strongly mea-
surable functions φ : R− → Y which are bounded with respect to the norm

‖φ‖ =
[∫ 0

−∞
e∓2µt‖φ(t)‖2

Y dt

]1/2
.

Finally, we define L2
±µ(R;Y ) to be the complex Hilbert spaces of all strongly

measurable functions φ : R → Y which are bounded with respect to the norm

‖φ‖ =
[∫ ∞

−∞
e∓2µ|t|‖φ(t)‖2

Y dt

]1/2
.
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In the sense of continuous and, as far as the horizontal arrows are concerned, dense
imbeddings we have

L2
−µ(R

+;Y ) −−−−→ L2(R+;Y ) −−−−→ L2
µ(R

+;Y )* * *
L2
−µ(R;Y ) −−−−→ L2(R;Y ) −−−−→ L2

µ(R;Y )< < <
L2−µ(R−;Y ) −−−−→ L2(R−;Y ) −−−−→ L2

µ(R−;Y ).

We now state the main result.

Theorem 7.17. Suppose there exist µ > 0, k : R × Y → Y , and k∗ : R × Y having
the following properties:

1. {k(·, u), k∗(·, y)} ⊂ L2
−µ(R;Y ) for all u, y ∈ Y .

2. 〈k(·, u), y〉 = 〈u, k∗(·, y)〉 for all u, y ∈ Y .

3. For |Im λ| < µ and u, y ∈ Y we have

W (λ)u = u+
∫ ∞

−∞
eiλtk(t, u) dt, W (λ)∗y = y +

∫ ∞

−∞
e−iλtk∗(t, y) dt.

Then W is the transfer function of an extended PS-realization θ satisfying ωθ ≥ µ.

It should be noted that by slightly increasing µ > 0 we can make the operator
function W in the statement of Theorem 7.17 satisfy the following additional
condition:

4. For every z ∈ Y we have∫ ∞

−∞
eµ|t| (‖k(t, z)‖Y + ‖k∗(t, z)‖Y ) dt < +∞.

On the other hand, let θ = (A,B,C;V,W, τ ;Y ) be an extended PS-realization.
Then also θ∗ = (A∗

W , C
∗, B∗;W,V, τ∗;Y ) is an extended PS-realization and the

above conditions 1–4 are satisfied for any µ ∈ (0, ωθ).
We now derive the following auxiliary result.

Lemma 7.18. Let µ > 0. Suppose Y is a complex Hilbert space and k : R+×Y → Y
and k∗ : R

+ × Y → Y satisfy the following two conditions:

a. {eµ· k(·, u), eµ· k∗(·, y)} ⊂ L1(R+;Y ) ∩ L2(R+;Y ) for all u, y ∈ Y .

b. For all u, y ∈ Y we have 〈k(·, u), y〉 = 〈u, k∗(·, y)〉.
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Then the linear operator H defined by

(Hφ)(t) =
∫ ∞

0

k(t+ s, φ(s)) ds, t ∈ R
+ a.e., (7.54)

is bounded from L2
µ(R

+;Y ) into L2
−µ(R

+;Y ) and also from L2(R+;Y ) into itself.

The integral in (7.54) is to be understood as a Pettis integral in the following
sense:

〈(Hφ)(t), y〉 =
∫ ∞

0

〈k(t+ s, φ(s)), y〉 ds =
∫ ∞

0

〈φ(s), k∗(t+ s, y)〉 ds,

where y ∈ Y and t ∈ R+ a.e.

Proof. For any ν ∈ [−µ, µ] the map Jν : Y → L1(R+;Y ) defined by Ju = eν· k(·, u)
is bounded. Indeed, letting {un}∞n=1 be a sequence satisfying

lim
n→∞ ‖un − u‖U = 0, lim

n→∞ ‖eν· Jun − φ‖L1(R+;Y ) = 0,

where u ∈ U and φ ∈ L1(R+;Y ), we see that for each y ∈ Y the scalar functions

eν· 〈un, k∗(·, y)〉 = eν· 〈k(·, un), y〉 ∈ L1(R+),

while

lim
n→∞

∫ ∞

0

eνt |(un, k∗(t, y)) − (u, k∗(t, y))| dt = 0,

lim
n→∞

∫ ∞

0

∣∣eνt(k(·, un), y) − (φ(t), y)
∣∣ dt = 0,

and the left-hand sides are obviously equal. Therefore,

eνt〈u, k∗(t, y)〉 = 〈φ(t), y〉, y ∈ Y, t ∈ R
+ a.e.,

whence φ = eν· k(·, u). But this shows Jν to be a closed operator and hence, by
the Closed Graph Theorem, Jν is bounded:

‖eν· k(·, u)‖L1(R+;Y ) ≤ γ(ν)‖u‖Y , u ∈ Y, ν ∈ [−µ, µ]. (7.55)

This boundedness property implies in particular that the Pettis integral in (7.54)
is well defined.

Put

φ(t) =

{
φj , t ∈ Ej , j = 1, . . . , r,
0, otherwise,
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where E1, . . . , Er are mutually disjoint subsets of R+ of finite measure. Then by
the hypotheses on k we have

Hφ =
r∑
j=1

∫
Ej

k(· + s, φj) ds ∈ L2(R+;Y ).

Moreover, H can be viewed as the composition product of the following three
operators: 1) the sign flip φ(t) �→ φ(−t), 2) the convolution operator mapping φ to∫∞
−∞ k(· − s, φ(s)) ds, and 3) the restriction to the positive half-line, as illustrated

by the diagram

L2(R+;Y )
sign flip−−−−−→ L2(R;Y ) convolution−−−−−−−→ L2(R;Y ) restriction−−−−−−→ L2(R+;Y ).

In view of (7.55) with ν = 0, we can apply Lemma 2.11 to prove that the convo-
lution operator in the diagram is a bounded linear operator on L2(R;Y ). Conse-
quently, H is a bounded linear operator on L2(R+;Y ).

Replacing k by eµ· k it is easily seen using the same arguments that H is
bounded as a linear operator from L2

µ(R
+;Y ) into L2

−µ(R
+;Y ). �

Let us now prove Theorem 7.17 as follows. Using k(t, ·) and k∗(t, ·) for t ∈ R+

a.e., we now construct the “forward” part of the extended PS-realization. In other
words, we construct an extended PS-realization with weighting pattern k as if
k(t, ·) = 0 and k∗(t, ·) = 0 for t ∈ R− a.e. Here we follow [97]. After that, we
repeat the construction with k(t, ·) and k∗(t, ·) replaced by k(−t, ·) and k(−t, ·)
for t ∈ R+ a.e. Finally, we rearrange the two extended PS-realizations obtained to
construct a single extended PS-realization with weighting pattern k.

Proof of Theorem 7.17. Indeed, let us first disregard k(t, ·) and k∗(t, ·) for t ∈ R−.
For t > 0 we define

[E(t)f ](s) = f(t+ s), t, s > 0,

[E#(t)f ](s) =

{
f(s− t), s > t > 0
0, otherwise.

Then E(·) induces strongly continuous semigroups on the Hilbert spaces

L2
−µ(R

+;Y ) and L2
µ(R

+;Y ).

We denote these semigroups by E−(·) and E+(·), respectively. Similarly, E#
− (·) and

E#
+ (·) are the strongly continuous semigroups induced by E#(·) on L2−µ(R+;Y )

and L2
µ(R

+;Y ), respectively. The semigroups E−(·) and E#
+ (·) are both exponen-

tially decaying. In fact, E−(t) and E#
+ (t) both have norm e−µt. Further,

E−(t)∗ = e−2µtE#
− (t), E+(t)∗ = e2µtE#

+ (t).
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Now let H be as in Lemma 7.18. Then

E−(t)H = HE#
+ (t), E+(t)H∗ = H∗E#

− (t),

where t ≥ 0. Thus H [L2
µ(R

+;Y )] is invariant under E−(t). We define V to be
the closure of H [L2

µ(R+;Y )] in L2−µ(R+;Y ). Then E−(t)|V is an exponentially
decaying strongly continuous semigroup on V whose generator will be denoted by
−iA.

Next, let Q be the orthogonal projection of L2
µ(R

+;Y ) along KerH . Since
KerH is invariant under E#

+ (t), we have QE#
+ (t) = QE#

+ (t)Q for each t ∈ R
+. If

Hψ = φ for some ψ ∈ L2
µ(R

+;Y ), then the vector Qψ is completely determined
by φ. We define W to be the complex Hilbert space obtained by endowing ImH ⊂
L2
−µ(R

+;Y ) with the norm

‖φ‖W =
[
‖φ‖2

L2
−µ(R+;Y ) + ‖Qψ‖2

L2
µ(R+;Y )

]1/2
,

where ψ is some vector such that Hψ = φ.2 If Hψ = φ, then E−(t)φ = HE#
+ (t)ψ.

Since QE#
+ (t)ψ = QE#

+ (t)Qψ, we see that

‖E−(t)φ‖2
W = ‖E−(t)φ‖2

L2
−µ(R+;Y ) + ‖QE#

+ (t)Qψ‖2
L2

µ(R+;Y )

≤ e−µt‖φ‖2
L2

−µ(R+;Y ) + e−µt‖Qψ‖2
L2

µ(R+;Y ) = e−µt‖φ‖2
W .

Thus E−(t) induces an exponentially decaying strongly continuous semigroup on
W . Let τ : W → V be the natural imbedding of W into V . Then τ [W ] is dense in
V . Writing AW for the part of A in W , we see that E(t;−iAW ) is the restriction
of E−(t) to W .

Now define

(Bu)(t) = k(t, u), u ∈ Y, t ∈ R
+ a.e.,

Cφ =
∫ ∞

0

k(t, (Qψ)(t)) dt, φ = Hψ,

where the integral is to be defined as a Pettis integral. Then

θ = (A,B,C;V,W, τ ;Y )

is an extended PS-realization whose weighting pattern is the restriction of k to
R+ × Y . Indeed, define

(Bnu)(t) = n

∫ 1/n

0

k(t+ s, u) ds, t ∈ R
+ a.e.

2If Ker H = {0}, then W coincides with Im H endowed with the graph norm corresponding to
H−1.
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Then Bnu ∈ ImH , while

‖Bnu−Bu‖2
L2

−µ(R+;Y ) =
∫ ∞

0

e2µt

∥∥∥∥∥n
∫ 1/n

0

{k(t+ s, u) − k(t, u)} ds
∥∥∥∥∥

2

dt.

Now∥∥∥∥∥n
∫ 1/n

0

{k(t+ s, u) − k(t, u)} ds
∥∥∥∥∥

2

≤
{
n

∫ 1/n

0

‖k(t+ s, u) − k(t, u)‖ ds
}2

≤ n2

(∫ 1/n

0

‖k(t+ s, u) − k(t, u)‖2 ds

)∫ 1/n

0

1 ds

= n

∫ 1/n

0

‖k(t+ s, u) − k(t, u)‖2 ds.

Then
∫ ∞

0

e2µt

∥∥∥∥∥n
∫ 1/n

0

{k(t+ s, u) − k(t, u)} ds
∥∥∥∥∥

2

dt

≤
∫ ∞

0

{
n

∫ 1/n

0

e2µt‖k(t+ s, u) − k(t, u)‖2 ds

}
dt

= n

∫ 1/n

0

(∫ ∞

0

e2µt‖k(t+ s, u) − k(t, u)‖2 dt

)
ds.

As
∫∞
0

e2µt‖k(t+ s, u) − k(t, u)‖2 dt is continuous in s we see that Bnu tends to
Bu in the norm of L2

−µ(R
+;Y ). Thus B ∈ L(Y, V ).

Take φ ∈ L2(R+;Y ). As E(·;−iA) is an exponentially decaying semigroup,
it follows that E(t;−iA)Bφ(t) ∈ L1(R+;V ). Moreover, Bφ(t) ∈ L2−µ(R+;Y ). So
E(t;−iA)Bφ(t) = E−(t)k(·, φ(t)), implying∫ ∞

0

E(t;−iA)Bφ(t) dt =
∫ ∞

0

E−(t)k(·, φ(t)) dt

=
∫ ∞

0

k(· + t, φ(t)) dt = Hφ ∈ W.

Therefore, for φ ∈ L2(R+;Y ) we have∥∥∥∥
∫ ∞

0

E(t;−iA)Bφ(t) dt
∥∥∥∥

2

W

= ‖Hφ‖2
W = ‖Hφ‖2

L2
−µ(R+;Y ) + ‖Qφ‖2

L2
µ(R+;Y )

≤ (γ2 + 1)‖φ‖2
L2

µ(R+;Y ) ≤ γ̃2‖φ‖2
L2(R+;Y )

for some constants γ and γ̃. To get the penultimate transition we used that H is
bounded (by Lemma 7.18) and that Q is also bounded.
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On the other hand, if φ = Hψ for some ψ ∈ L2
µ(R+;Y ), we have

‖Cφ‖Y = sup
‖y‖Y =1

|〈Cφ, y〉| ≤ sup
‖y‖Y =1

∫ ∞

0

|〈(Qψ)(t), k∗(t, y)〉| dt

≤ sup
‖y‖Y =1

[∫ ∞

0

e2µt‖k∗(t, y)‖2 dt

]1/2 [∫ ∞

0

e−2µt‖(Qψ)(t)‖2 dt

]1/2
≤ const.‖Qψ‖L2

µ(R+;Y ) ≤ const.‖φ‖W , φ ∈ ImH,

so that C ∈ L(W,Y ).
We also have

CHψ =
∫ ∞

0

k(s, ψ(s)) ds.

Indeed, for y ∈ Y we have

〈(Hψ)(t), y〉 =
∫ ∞

0

〈k(t+ s, ψ(s)), y〉 ds

=
∫ ∞

0

〈ψ(s), k∗(t+ s, y)〉 ds

=
∫ ∞

0

〈ψ(s), (E−(t)k∗(·, y))(s)〉 ds = 〈ψ,E−(t)k∗(·, y)〉,

which, as t→ 0+, tends to 〈ψ, k∗(·, y)〉 = 〈∫∞
0

k(s, ψ(s)) ds, y〉. Thus

〈CHψ, y〉 =
〈∫ ∞

0

k(s, (Qψ)(s)) ds, y
〉

= lim
t→0+

〈(HQψ)(t), y〉 = lim
t→0+

〈(Hψ)(t), y〉,

because H(I −Q) = 0, and so 〈CHψ, y〉 = 〈∫∞
0 k(s, ψ(s)) ds, y〉. Hence, CHψ =∫∞

0
k(s, ψ(s)) ds. As a result, we have for φ ∈W ,

CE(t;−iAW )φ = CE−(t)Hψ = CHE#(t)ψ

=
∫ ∞

0

k(s, (E#(t)ψ)(s)) ds

=
∫ ∞

t

k(s, ψ(s− t)) ds = (Hψ)(t) = φ(t),

whence CE(·,−iAW )φ ∈ L2(R+;Y ) and

‖CE(·,−iAW )φ‖L2(R+;Y ) = ‖φ‖L2(R+;Y ) ≤ ‖φ‖L2
−µ(R+;Y ),

where φ ∈ L2
−µ(R

+;Y ). Consequently, θ is an extended PS-realization.
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Finally, since the weighting pattern kθ of θ is given by kθ(·, u) = −iΛθBu, it
is straightforward to see that kθ and kθ∗ are the restrictions of k and k∗ to R+×Y ,
as claimed.

Let us now denote the extended PS-realization with weighting pattern the
restriction of k to R+ × Y by

θ+ = (A+, B+, C+;V+,W+, τ+;Y ).

Let us construct the analogous extended PS-realization

θ− = (A−, B−, C−;V−,W−, τ−;Y )

with weighting pattern the restriction of k to R− × Y followed by the sign flip
t �→ −t. We now define an extended PS-realization (7.41) with weighting pattern
k as follows. Put

V = V−+̇V+, W = W−+̇W+, τ =
(
τ− 0
0 τ+

)
, (7.56a)

A =
(−A− 0

0 A+

)
, B =

(
B−
B+

)
, C=

(
C− C+

)
, (7.56b)

and arrange these data in an ordered 7-tuple θ of the form (7.41). Then θ is easily
seen to be an extended PS-realization with weighting pattern k. �

Let us give the explicit form of an extended PS-realization with weighting pat-
tern k. Define H as the bounded linear operator from L2

µ(R;Y ) into L2
−µ(R;Y ) by

(Hφ)(t) =




∫ ∞

0

k(t+ s, φ(s)) ds, t ∈ R+,∫ 0

−∞
k(t+ s, φ(s)) ds, t ∈ R−.

Let V be the closure of ImH in L2
−µ(R;Y ) and Q the orthogonal projection of

L2
µ(R;Y ) along KerH . We then let W stand for ImH endowed with the norm2

‖φ‖W =
[
‖φ‖2

L2
−µ(R;Y ) + ‖Qψ‖2

L2
µ(R;Y )

]1/2
, φ = Hψ.

Then we define B : Y → V and C : W → Y by

(Bu)(t) = k(t, u), u ∈ Y, t ∈ R a.e.,

Cφ =
∫ ∞

0

k(t, (Qψ)(t)) dt −
∫ 0

−∞
k(t, (Qψ)(t)) dt.

Putting

(E(t)φ)(s) =

{
sgn(t)φ(t+ s), ts > 0,
0, ts < 0,
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E(t;−iA) is defined as the restriction of E(t) to V and E(t;−iAW ) as the restric-
tion of E(t) to W . Then

θ = (A,B,C;V,W, τ ;Y )

with its constituent parts defined by (7.56) is an extended PS-realization with
weighting pattern k.

If (t, u) �→ k(t, u) is the weighting pattern of a right PS-realization, then,
according to Theorem 7.10, (t, u) �→ k∗(−t, u) is the weighting pattern of the
“adjoint” left PS-realization. As a result, if (t, u) �→ k(t, u) is the weighting pat-
tern of a right PS-realization, it necessarily satisfies the conditions of Theorem
7.17 and hence can be “realized” as the weighting pattern of an extended PS-
realization. In other words, right PS-realizations and extended PS-realizations
realize the same class of operator functions. Because Theorem 7.10 does not hold
for left PS-realizations, no such realization result is known for left PS-realizations.
Thus the realization problem for left PS-realizations is wide open.





Chapter 8

Mixed-type Functional
Differential Equations

In this chapter we study linear functional differential equations of the form

x′(t) =
∫ p

−q
dη(θ)x(t + θ) + h(t), (8.1)

where −q < 0 < p, x(t) ∈ CM , and dη(θ) is an M ×M matrix of finite (complex-
valued) Lebesgue-Stieltjes measures on [−q, p]. Equation (8.1) is called of mixed
type if the measure matrix dη(θ) is supported on both of the subintervals [0, p] and
[−q, 0]. As an initial condition we assume x(t) to be known for t ∈ [−q, p]:

x(t) = ϕ(t), −q ≤ t ≤ p.

The special case studied most has the form

x′(t) =
N∑
j=1

Ajx(t+ rj) + h(t), (8.2)

where {r1, . . . , rN} is a subset of [−q, p] consisting of discrete shifts and A1, . . . , AN
are complex M×M matrices. Here the measure matrix dη(θ) =

∑N
j=1 δ(θ−rj)Aj

is discrete. Equations (8.1) and (8.2) are called autonomous, because dη(θ) does
not depend on t ∈ [−q, p].

If the measure matrix dη(θ) is supported on the subinterval [0, p] and hence
(8.1) has the form

x′(t) =
∫ p

0

dη(θ)x(t + θ) + h(t), (8.3)

we deal with a so-called retarded functional differential equation or delay equation.
The theory of these delay equations is well understood and has been covered in
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[81, 56, 165] (also [60, Sec. VI.6]). In [81] a synopsis is given of its many applica-
tions to control problems, population dynamics of a single species, predator-prey
models, spread of diseases, nuclear reactor physics, transmission lines, etc. The
mixed-type functional differential equation (8.1) has been studied less extensively,
in spite of its applications to travelling waves in lattices, spatially nonlocal equa-
tions of convolution type, spatial discretizations of shock-wave problems, singularly
perturbed time-delay problems, and optimal control theory (See [120] and refer-
ences therein). Although many of the applications lead to nonlinear functional
differential equations, linearization leads to (8.1) or its linear and nonautonomous
natural generalization.

In Section 8.1, following [119], we construct a particular solution of (8.1) for
any h ∈ Lp(R; CM ) (1 ≤ p ≤ ∞). This solution is obtained from h by convolution
with a Green’s function matrix. As an ancillary result we prove the nonexistence of
nontrivial bounded solutions of the homogeneous functional differential equation

x′(t) =
∫ p

−q
dη(θ)x(t + θ). (8.4)

After some preliminary spectral analysis in Section 8.2, in Section 8.3 we prove the
existence of a unique solution of (8.4) on the whole real axis, provided the solution
is known in C[−q, p]. Following [120], the strategy is to prove the decomposition
of the complex Banach space of initial data,

P +̇Q = C([−q, p]; CM ),

into two closed linear subspaces P and Q which contain the initial data of the
solutions that are bounded on either (−∞, p] or [q,∞), respectively. Here we as-
sume the triviality of the, at most, finite-dimensional subspace of C([−q, p]; CM )
of initial data of solutions having at most polynomial growth as t → ±∞, a sub-
space often called the center manifold. It turns out that the solutions having their
initial data in P are exponentially decaying as t → −∞ and those having their
initial data in Q are exponentially decaying as t→ +∞. In Section 8.3 we in fact
generate all of the solutions of (8.4) in the form

u(τ, t) =

{
[E(τ ;A)ΠQϕ](t), t > 0,

−[E(τ ;A)ΠPϕ](t), t < 0,

where A is an exponentially dichotomous operator on C([−q, p]; CM ), ΠP and ΠQ

are the complementary projections of C([−q, p]; CM ) onto P and Q, respectively,
and ϕ is the initial data. In other words, we project the initial data ϕ to arrive
at ΠPϕ ∈ P and ΠQϕ ∈ Q and extend the former to a bounded solution on
(−∞, p] and the latter to a bounded solution on [−q,∞). Either contribution to
the solution can be extended from its half-line of natural definition to the full line
at the expense of becoming unbounded. Moreover, A is the differentiation oper-
ator on a domain of functions satisfying (8.4), while the constituent semigroups
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are translation semigroups. We also provide an alternative proof of exponential
dichotomy based on Theorem 1.7. In Section 8.4 we consider the case of the delay
equation (8.3), where the subspace P turns out to be finite-dimensional and the
bisemigroup convertible into a hyperbolic semigroup.

The systematic study of functional differential equations of the form (8.1) was
initiated by Rustichini: he derived the basic spectral properties and, under certain
discreteness conditions on the measure η, the exponential dichotomy of the opera-
tor A in [137]. In [138] the case in which A has imaginary eigenvalues and hence a
nontrivial center manifold exists has been taken into account. Mallet-Paret [119]
has described the particular solutions of (8.1) by a Green’s function formalism,
also in the nonautonomous case where the measure η depends on t. A system-
atic study of exponential dichotomy in the autonomous and nonautonomous case
has been made by Mallet-Paret and Verduyn Lunel [120]. Exponential dichotomy
in the nonautonomous case has been studied by different methods by Härterich,
Sandstede, and Scheel [84].

8.1 The Green’s function matrix

Letting W 1,p(R; CM ) stand for the complex Banach space of all functions in
Lp(R; CM ) whose distributional derivative belongs to Lp(R; CM ), we derive the
following theorem [119, Theorem 4.1] yielding a particular solution of the func-
tional differential equation (8.1). We apply this result to prove that the homo-
geneous functional differential equation (8.4) does not have bounded solutions in
t ∈ R, unless they are identically zero. This result was obtained by Mallet-Paret
[119] for the functional differential equation (8.2) and can in fact be proved in
the same way for the more general equation (8.1). We study the homogeneous
functional differential equation (8.4) in more detail in Sections 8.2 and 8.3.

Let us introduce the entire M ×M matrix function

∆(λ) = λIM −
∫ p

−q
eλθdη(θ). (8.5)

Then λ−1∆(λ) = IM + O(1/Imλ) as |Im λ| → +∞, uniformly in Reλ on every
vertical strip in the complex plane of finite width.

Theorem 8.1. Let det ∆(λ) �= 0 for imaginary λ. Then for 1 ≤ p ≤ ∞ the linear
operator Λ defined by

(Λx)(t) = x′(t) −
∫ p

−q
dη(θ)x(t + θ) (8.6)

is an invertible operator from W 1,p(R; CM ) onto Lp(R; CM ) and its inverse is
given by

(Λ−1h)(t) =
∫ ∞

−∞
G(t− τ)h(τ) dτ.
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Here the Green’s function matrix G : R → CM×M satisfies the exponential estimate

‖G(t)‖ ≤ Ce−α|t|, 0 �= t ∈ R,

for certain constants C,α > 0. Moreover, Λ−1h is a bounded continuous vector
function for every h ∈ L∞(R; CM ).

Proof. Since λ−1∆(λ) = IM + O(λ−1) as λ → ∞ along the imaginary axis, we
have λ∆(λ)−1 = IM + O(λ−1) as λ → ∞ along the imaginary axis and hence
ζ �→ ∆(iζ)−1 belongs to L2(R; CM×M ). Write

∆(λ)−1 =
∫ ∞

−∞
e−λtG(t) dt, |Reλ| ≤ ε, (8.7)

where G ∈ L2(R; CM×M ) and det∆(λ) �= 0 for |Reλ| ≤ ε. Since ∆(λ)−1 is square
integrable on each vertical line λ = α + iζ (ζ ∈ R) for α ∈ [−ε, ε], we have
eα|·|G(·) ∈ L2(R; CM×M ) for α ∈ [0, ε].

Since

∆(λ)−1 =
1

λ+ 1
IM +O(|Im λ|−2), |Imλ| → +∞,

uniformly in Reλ ∈ [−ε, ε], we have

G(t) = e−tχR+(t) +R(t),

where ∫ ∞

−∞
e−λtR(t) dt = O(|Im λ|−2), |Imλ| → ∞,

uniformly in Reλ ∈ [−ε, ε]. Thus for each α ∈ [−ε, ε] the Fourier transforms
of e−αtR(t) belong to L1(R; CM×M ). Hence, R(t) is continuous in t ∈ R and
eε|t|‖R(t)‖ = o(1) as t → ±∞. Consequently, G is continuous in 0 �= t ∈ R, is
exponentially decaying as t→ ±∞, and satisfies the jump condition

G(0+) −G(0−) = IM . (8.8)

As G ∈ L1(R; CM×M ), the convolution operator Ξ defined by

(Ξh)(t) =
∫ ∞

−∞
G(t− τ)h(τ) dτ (8.9)

is bounded on the Banach spaces Lp(R; CM ) (1 ≤ p ≤ ∞) and BC(R; CM ), in all
of these cases with norm bounded above by ‖G‖1. As a result of (8.7), for p = 2
the norm of Ξ coincides with supReλ=0 ‖∆(λ)−1‖. Further, Ξ maps L∞(R; CM )
into BC(R; CM ).
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Let us now interpret G as a matrix of tempered distributions. We then define
the matrix of tempered distributions

Γ(t) = G′(t) −
∫ p

−q
dη(θ)G(t + θ),

written as if it were a matrix function. For Reλ = 0 we then have, in the sense of
tempered distributions,

L[Γ](λ) =
(
λIM −

∫ p

−q
eλθdη(θ)

)∫ ∞

−∞
e−λG(t) dt = IM ,

so that (cf. (8.8))

G′(t) = δ(t)IM +
∫ p

−q
dη(θ)G(t + θ),

where δ denotes Dirac’s delta function. Consequently (cf. (8.9)), we have in the
distributional sense

(Ξh)′(t) = h(t) +
∫ ∞

−∞

∫ p

−q
dη(θ)G(t − τ + θ)h(τ) dτ.

Thus, h �→ (Ξh)′ is a bounded linear operator on Lp(R; CM ) (1 ≤ p ≤ ∞) with
norm bounded above by 1 + ‖G‖1V (η). Therefore, Ξ is a bounded linear operator
from Lp(R; CM ) into the Sobolev space W 1,p(R; CM ).

We now compute for a.e. t ∈ R,

(ΛΞh)(t) = (Ξh)′(t) −
∫ p

−q
dη(θ)(Ξh)(t + θ)

= h(t)+
∫ ∞

−∞

∫ p

−q
dη(θ)G(t − τ + θ)h(τ) dτ−

∫ p

−q
dη(θ)(Ξh)(t + θ)

= h(t).

Consequently, Ξ = Λ−1, as claimed. �
Corollary 8.2. Let det∆(λ) �= 0 for imaginary λ. Then the functional differential
equation (8.4) does not have nontrivial solutions that are bounded on the full real
line.

8.2 Elementary spectral analysis

To write the homogeneous functional differential equation (8.4) as a linear au-
tonomous differential equation on the complex Banach space X = C([−q, p]; CM ),
we reformulate (8.4) as follows:

∂x

∂t
=
∂x

∂θ
, (8.10)
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where the solution x(t, θ) depends on t ∈ R and θ ∈ [−q, p] and satisfies the
boundary condition

∂x

∂θ

∣∣∣∣
θ=0

=
∫ p

−q
dη(s)x(t, s).

We then obtain the differential equation

du

dt
= Au(t),

where u : R → X is a vector function and A(X → X) is defined by (8.11).
The following result is due to Rustichini [137].

Theorem 8.3. Let us define the linear operator A on the complex Banach space
X = C([−q, p]; CM ) by


D(A) =

{
ϕ ∈ C1([−q, p]; CM ) : ϕ′(0) =

∫ p

−q
dη(θ)ϕ(θ)

}
,

Aϕ = ϕ′ for ϕ ∈ D(A).
(8.11)

Then A has a pure eigenvalue spectrum consisting of the zeros of the equation

det∆(λ) = 0,

where ∆(λ) is given by (8.5). Further, A has a compact resolvent. Moreover, each
vertical strip {λ ∈ C : a ≤ Reλ ≤ b} of finite width contains at most finitely many
eigenvalues of A.

Proof. For λ ∈ C and ψ ∈ X we consider the equation

(A− λIX)φ = ψ,

where φ ∈ D(A). Then for θ ∈ [−q, p] we have

d

dθ

(
e−λθφ(θ)

)
= e−λθψ(θ),

and therefore φ ∈ C1([−q, p]; CM ) and

φ(θ) = eλθφ(0) +
∫ θ

0

eλ(θ−ϑ)ψ(ϑ) dϑ. (8.12)

We now have to find φ(0) such that φ′(0) =
∫ p
−q dη(θ)φ(θ). Substituting (8.12)

into this condition we get

∆(λ)φ(0) = −ψ(0) +
∫ p

−q
dη(θ)

∫ θ

0

eλ(θ−ϑ)ψ(ϑ) dϑ. (8.13)
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So the spectrum coincides with the set of zeros of det∆(·). If det∆(λ) = 0, then
λ is an eigenvalue of A and the corresponding eigenspace is given by {eλ(·)ξ :
∆(λ)ξ = 0}.

The resolvent of A is given by

((λ −A)−1ψ)(θ) = eλθ∆(λ)−1

{
ψ(0) −

∫ p

−q
dη(θ̂)

∫ θ̂

0

eλ(θ̂−ϑ)ψ(ϑ) dϑ

}

−
∫ θ

0

eλ(θ−ϑ)ψ(ϑ) dϑ, (8.14)

where θ ∈ [−q, p]. Thus A(X → X) has a compact resolvent. In fact, the resolvent
operator is the sum of a) an operator of finite rank and b) a direct sum of two
Volterra integral operators, one on X+

def= C([0, p]; CM ) and the other on X−
def=

C([−q, 0]; CM ).
Finally, observe that for a, b ∈ R with a < b,

λ−1∆(λ) = IM + o(1), |Imλ| → +∞,

uniformly in Reλ in each vertical strip {λ ∈ C : a ≤ Reλ ≤ b}. Thus there are
only finitely many zeros of det∆(λ) = 0 in each such strip. �

We now discuss an auxiliary linear operator A0 densely defined on the closed
subspace X0 = {ϕ ∈ X : ϕ(0) = 0} by{

D(A0) = {ϕ ∈ C1([−q, p]; CM ) : ϕ′(0) = 0},
A0ϕ = ϕ′ for ϕ ∈ D(A0).

(8.15)

ThenA0 is a closed and densely defined linear operator onX0 with empty spectrum
and its compact resolvent is given by

((λ −A0)−1ψ)(θ) = −
∫ θ

0

eλ(θ−ϑ)ψ(ϑ) dϑ.

Then (λ−A0)−1 may (and will) be viewed as a bounded linear operator from X
into X0. We may then write

((λ−A0)−1ψ)(θ) =
∫ ∞

−∞
e−λt(E(t;A0)ψ)(θ) dt, (8.16)

where

(E(t;A0)ψ)(θ) =



−ψ(t+ θ), −p ≤ −θ < t < 0,
+ψ(t+ θ), 0 < t < −θ ≤ q,

0, otherwise.
(8.17)

For 0 �= t ∈ R the operators E(t;A0) map X0 into X (and not necessarily into
X0). For 0 �= t ∈ [−p, q] the function E(t;A0)ψ has a jump discontinuity at
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θ = −t whenever ψ ∈ X with ψ(0) �= 0. On the contrary, E(t;A0) is the zero
operator if t /∈ [−p, q]. Hence, for 0 �= t ∈ R the operators E(t;A0) map X into
L∞([−q, p]; CM ). Nevertheless, in spite of the representation (8.16) and the decay
of E(t;A0) as t→ ±∞, A0(X0 → X0) is not exponentially dichotomous.

Let us now discuss a special case of the operator A, where it is possible to
perform all calculations explicitly.

Example 8.4. For a complex M×M matrix γ, we define the operator Aγ(X → X)
by {

D(Aγ) =
{
ϕ ∈ C1([−q, p]; CM ) : ϕ′(0) = γϕ(0)

}
,

Aγϕ = ϕ′ for ϕ ∈ D(Aγ).

Then Aγ results from A(X → X) by taking for η the complex measure concen-
trated at θ = 0 with weight γ, which implies that ∆(λ) = λIM − γ. Thus the
spectrum of Aγ coincides with that of the matrix γ. Its resolvent is compact and
is given by

((λ−Aγ)−1ψ)(θ) = eλθ(λIM − γ)−1ψ(0) −
∫ θ

0

eλ(θ−ϑ)ψ(ϑ) dϑ, (8.18)

where ψ ∈ X . Although it will follow from Theorem 8.10 that Aγ is exponentially
dichotomous iff γ does not have imaginary eigenvalues, we nevertheless present a
direct proof.

Suppose γ does not have imaginary eigenvalues. Then

((λ−Aγ)−1ψ)(θ) =
∫ ∞

−∞
e−λt [E(t+ θ; γ)ψ(0) + (E(t;A0)ψ)(θ)] dt,

where E(·; γ) is the bisemigroup on CM generated by γ and (E(t;A0)ψ)(θ) is
defined by (8.17). It is easily seen that E(·; γ) coincides with the Green’s function
matrix defined by (8.7). Computing the one-sided limits of the expression E(t +
θ; θ)ψ(0) + (E(t;A0)ψ)(θ), we obtain the following:

θ → (−t)+ for t > 0: E(0+; γ)ψ(0)
θ → (−t)− for t > 0: E(0−; γ)ψ(0) + ψ(0)
θ → (−t)+ for t < 0: E(0+; γ)ψ(0) − ψ(0)
θ → (−t)− for t < 0: E(0−; γ)ψ(0)

Thus, for 0 �= t ∈ R, E(t+ θ; θ)ψ(0) + (E(t;A0)ψ)(θ) is continuous in θ ∈ [−q, p].
Using the exponential dichotomy of γ and the fact that E(t;A0) = 0 for t /∈
[−p, q], we obtain the estimate needed to apply Theorem 1.7 and to prove that
Aγ is exponentially dichotomous, which concludes the example. When γ is the
zero matrix, we obtain an extension of the operator A0 given by (8.15), but this
extension has an eigenvalue in λ = 0 and hence is not exponentially dichotomous.
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We remark that the Jordan chains of A of length σ corresponding to the
eigenvalue λ of A are exactly the chains of functions φ0, φ1, . . . , φσ−1 defined by
φ0(θ) = eλθξ0 and

φs(θ) = eλθ
s−1∑
t=0

θt

t!
ξs−1−t, s = 1, 2, . . . , σ − 1,

where ξ0 �= 0, ∆(λ)ξ0 = 0, and

∆(λ)ξs = −ξs−1 +
s−1∑
t=0

(∫ p

−q

θt+1

(t+ 1)!
eλθ dη(θ)

)
ξs−1−t, s = 1, . . . , σ − 1.

Then it is easily verified that {φ0, φ1, . . . , φσ−1} ⊂ D(A), (A − λ)φ0 = 0, and
(A − λ)φs = φs−1 (s = 1, . . . , σ − 1). When specifying the Jordan chains for
the special case of Example 8.4 (η concentrated at θ = 0 with weight γ), we get
φ0(θ) = eλθξ0 and

φs(θ) = eλθ
s−1∑
t=0

θt

t!
ξs−1−t, s = 1, 2, . . . , σ − 1,

where γξ0 = λξ0 and γξs = λξs + ξs−1 (s = 1, . . . , σ − 1).
The estimate

‖∆(λ)‖ ≤ |λ| + V (η)max(epReλ, eq|Reλ|)

implies that ∆(λ) is an entire M ×M matrix function of order at most 1. Then
det∆(λ) is an entire function of order at most 1. Here we recall [117] that the
order of an entire function f(λ) is given by

lim sup
r→∞

log log max|λ|=r ‖f(λ)‖
log r

.

When the measure η is discrete and not concentrated in θ = 0, the order of ∆(λ)
is exactly 1.

Let us now estimate the resolvent of A (cf. [137]).

Proposition 8.5. If det∆(λ) �= 0, we have

‖(λ−A)−1‖

≤




‖∆(λ)−1‖
(

1 +
epReλ − 1

Reλ
V (η)

)
+
epReλ − 1

Reλ
, Reλ > 0,

‖∆(λ)−1‖ (1 + max(p, q)V (η)) + max(p, q), Reλ = 0,

‖∆(λ)−1‖
(

1 +
eq|Reλ| − 1

|Reλ| V (η)
)

+
eq|Reλ| − 1

|Reλ| , Reλ < 0,

where V (η) is the total variation of the matrix-valued measure η.
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Proof. Equation (8.12) implies that

‖φ‖X ≤



epRe λ‖φ(0)‖ +

epReλ − 1
Reλ

‖ψ‖X , Reλ > 0,

‖φ(0)‖ + max(p, q)‖ψ‖X , Reλ = 0,

eqRe λ‖φ(0)‖ +
eq|Reλ| − 1

|Reλ| ‖ψ‖X , Reλ < 0.

On the other hand, (8.13) implies

‖∆(λ)φ(0)‖ ≤




‖ψ‖X
(

1 +
epReλ − 1

Reλ
V (η)

)
, Reλ > 0,

‖ψ‖X (1 + max(p, q)V (η)) , Reλ = 0,

‖ψ‖X
(

1 +
eq|Reλ| − 1

|Reλ| V (η)
)
, Reλ < 0,

where V (η) is the total variation of the matrix-valued measure η. These two esti-
mates imply the proposition. �

Using (8.5) we easily derive

Corollary 8.6. On each vertical strip {λ ∈ C : a ≤ Reλ ≤ b} of finite width we
have

‖(λ−A)−1‖ = O(|Im λ|−1), |Imλ| → ∞,

uniformly in Reλ ∈ [a, b].

8.3 Exponential dichotomy

A necessary condition forA to be exponentially dichotomous onX=C([−q,p];CM )
is for A not to have any imaginary eigenvalues, i.e., for det∆(λ) = 0 not to have
imaginary zeros. In that case there exists ε > 0 such that det∆(λ) = 0 does not
have any zeros with real part in [−ε, ε], i.e., such that {λ ∈ C : |Reλ| ≤ ε} is
contained in the resolvent set of A. Since A is not a Hilbert space and hence the
conclusions of Theorem 1.9 may not hold, as yet we cannot draw the conclusion
that A is exponentially dichotomous on X whenever det∆(λ) = 0 does not have
any imaginary zeros. Nevertheless, this is exactly what we are going to prove in
this section.

In this section we give two proofs of the exponential dichotomy of A. The first
proof, given in [120], relies on a decomposition of the underlying Banach space into
a subspace of initial conditions of solutions bounded on (−∞, p] and a subspace
of initial conditions of solutions bounded on [−q,∞). Once the decomposition
is established, the proof is more or less straightforward, even though it relies
heavily on the Ascoli-Arzelà Theorem 1.5. The second proof departs from the
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representation (8.14) of the resolvent of A and involves applying Theorem 1.7
directly. In fact, it generalizes the procedure given in Example 8.4.

The first proof is very different from those given in the earlier chapters.
Starting from the vector equation u′(t) = Au(t), t ∈ R, in X , we define subspaces
P and Q of initial values u(0) such that u(t) is bounded in X for t ∈ R− and
u(0) ∈ P , and for t ∈ R+ and u(0) ∈ Q. Then nontrivial solutions bounded for
t ∈ R are excluded by requiring that det∆(λ) �= 0 for imaginary λ, which is
tantamount to requiring that A does not have imaginary eigenvalues. A similar
strategy would work if A is a square matrix without imaginary eigenvalues. The
dissimilarity of the first proof with respect to anything presented in the earlier
chapters has been the primary reason to include it, in spite of its length.

8.3.1 Decomposing the underlying Banach space

Let us associate with the mixed-type functional differential equation (8.4) the
following two complex vector spaces:

P = {x : (−∞, p] → C
M : x is a bounded solution of (8.1) on (−∞, 0]};

Q = {y : [−q,∞) → C
M : y is a bounded solution of (8.1) on [0,∞)}.

We write P and Q for the linear vector spaces consisting of their initial conditions.
More precisely,

P = {ϕ ∈ C([−q, p]; CM ) : ϕ = x|[−q,p] for some x ∈ P};
Q = {ϕ ∈ C([−q, p]; CM ) : ϕ = y|[−q,p] for some y ∈ Q}.

We then call x ∈ P a left prolongation of ϕ ∈ P and y ∈ Q a right prolongation
of y ∈ Q. Clearly, for each t ∈ R− the translations s �→ x(s + t) belong to P if
x ∈ P , and for every t ∈ R+ the translations s �→ y(s+ t) belong to Q if y ∈ Q.

Proposition 8.7. Every ϕ ∈ P has a unique left prolongation and every ψ ∈ Q has
a unique right prolongation. Further, P ∩Q = {0}.

Proof. It is sufficient to prove that the zero solution is the only left prolongation
of the zero element of P . Indeed, if this were not the case, then by extending such
an x ∈ P to the full real line by defining x(t) = 0 for t > p, we would obtain a
nontrivial bounded solution of (8.4) on R, which contradicts Theorem 8.1. The
same theorem implies that P ∩Q = {0} and hence P ∩Q = {0}. �

The following result is due to Rustichini [137, 138]. Here we derive it from
the crucial Proposition 8.7, using arguments given in [120]. Similar results have
been derived by different means in [84].
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Proposition 8.8. Suppose det∆(λ) �= 0 for imaginary λ. Then there exist constants
C,α > 0 such that

‖x(t)‖ + ‖x′(t)‖ ≤ Ceαt‖x0‖, t ∈ R
−, (8.19a)

‖y(t)‖ + ‖y′(t)‖ ≤ Ce−αt‖y0‖, t ∈ R
+, (8.19b)

for every x0 ∈ P and y0 ∈ Q.

Proof. 1. We first show the existence of τ > −p such that for every x ∈ P

‖x(t)‖ ≤ 1
2

sup
s≤p

‖x(s)‖, t ≤ −τ. (8.20)

Indeed, if (8.20) were not true, there would exist sequences {τn}∞n=1 with τn → +∞
and {xn}∞n=1 in P such that for n = 1, 2, 3, . . .

‖xn(−τn)‖ > 1
2
, sup

s≤p
‖xn(s)‖ = 1.

Put zn(t) = xn(t− τn). Then zn satisfies (8.4) in the interval (−∞, τn]. On every
compact subinterval of R, the sequence {zn}∞n=1 is uniformly bounded and equicon-
tinuous. Thus for some subsequence we have the limit znk

(t) → z(t) uniformly in
t on compact intervals, by Theorem 1.5. Further, using that

zn(t2) − zn(t1) =
∫ t2

t1

∫ p

−q
dη(θ) zn(s+ θ) ds,

we see that z is a solution of (8.4) for t ∈ R. This solution z is bounded on R

and nontrivial, since it satisfies ‖z(0)‖ ≥ 1
2 . This contradicts Corollary 8.2. Hence,

(8.20) is true for each x ∈ P .

2. We now prove the existence of a constant K such that

‖x(t)‖ ≤ K‖x0‖, t ≤ p, (8.21)

for each x ∈ P , where x is the left prolongation of x0 ∈ P . Indeed, if (8.21) were
false for every constant K, then there would exist sequences {xn}∞n=1 in P and
{Kn}∞n=1 with Kn → +∞ such that

sup
t≤p

‖xn(t)‖ = Kn‖xn0‖ = 1,

where xn is the left prolongation of xn0 ∈ P . Let ‖xn(·)‖ attain its maximum
in t = −τn. Then, according to (8.20), we have −τ ≤ −τn ≤ −q and hence
{τn}∞n=1 is a bounded sequence in the compact interval [q, τ ]. Then, by the Bolzano-
Weierstrass theorem [136], there exists a subsequence {τnk

}∞k=1 which converges to
τ0 ∈ [q, τ ]. Applying Theorem 1.5 and restricting ourselves to another subsequence,
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we have xnk
(t) → x(t) uniformly in t on compact subsets of (−∞, p]. Letting

[−q, p] be one such compact subset, we see that {xnk,0}∞k=1 converges in the norm
of C([−q, p]; CM ). Because of ‖xn0‖ = (1/Kn) → 0, we see that the limit function
x(t) is a nontrivial (because ‖x(−τ0)‖ = 1) left prolongation of the zero element of
P , which contradicts Proposition 8.7. Consequently, (8.21) is true for each x ∈ P .

3. The estimates (8.20) and (8.21) imply

‖x(t)‖ ≤ K

2
‖x0‖, t ≤ −τ,

where x ∈ P is the left prolongation of x0 ∈ P . Putting, for m = 0, 1, 2, . . .,
x(m)(t) = x(t−m(τ+p)) and letting x(m) ∈ P be the left prolongation of x(m)

0 ∈ P ,
we obtain, for m = 1, 2, . . .,

sup
s≤−τ

‖x(m)(s)‖ ≤ 1
2

sup
s≤p

‖x(m)(s)‖ =
1
2

sup
s≤p

‖x(m−1)(s− τ − p)‖

=
1
2

sup
s≤−τ

‖x(m−1)(s)‖ ≤ · · · ≤ 1
2m

sup
s≤−τ

‖x(s)‖

≤ K

2m+1
‖x0‖,

which implies that

‖x(t)‖ ≤ K

2m+1
‖x0‖, t ≤ −τ −m(τ + p).

Hence, there exists α > 0 such that

‖x(t)‖ ≤ C eαt‖x0‖, t ∈ R
−,

for each x ∈ P . In fact, we may choose the constants as α = (ln 2)/(τ + p) and
C = K 2τ/(τ+p). The estimate (8.19a) then follows with the help of (8.4). The
estimate (8.19b) is proved likewise. �
Corollary 8.9. Suppose det∆(λ) �= 0 for imaginary λ. Then P and Q are closed
linear subspaces of C([−q, p]; CM ).

Proof. Put X = C([−q, p]; CM ), X+ = C([0, p]; CM ), and X− = C([−q, 0]; CM ).
Define π+ : X → X+ and π− : X → X− as the natural restriction operators. Sup-
pose {ϕn}∞n=1 is a sequence in P such that ‖π+ϕn−ψ‖X+ → 0 for some ψ ∈ X+.
Then the sequence {xn}∞n=1 of left prolongations of ϕn is uniformly bounded and
equicontinuous in (−∞, 0]. Thus, by Theorem 1.5, some subsequence {xnk

}∞k=1

converges uniformly on compact subsets of (−∞, 0]. Together with its uniform con-
vergence on [0, p], we get its uniform convergence on compact subsets of (−∞, p].
Thus {ϕnk

}∞k=1 converges in X to some ϕ satisfying π+ϕ = ψ. Consequently, P is
closed in X . In the same way we prove that Q is closed in X . �
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We need two more propositions before stating the main result.

Proposition 8.10. Suppose det∆(λ) �= 0 for imaginary λ. Then the restriction
operators π−

P : P → C([−q, 0]; CM ) and π+
Q : Q→ C([0, p]; CM ) are compact.

Proof. The estimates (8.19) imply that the restrictions π−
P ϕ to [−q, 0] of left pro-

longations x ∈ P are equicontinuous and uniformly bounded for ϕ ∈ P bounded,
and similarly for the restrictions π+

Qψ to [0, p] of right prolongations in Q. The
compactness of these restriction operators then follows with the help of Theo-
rem 1.5. �

We now apply this lemma to prove the following

Proposition 8.11. Suppose det∆(λ) �= 0 for imaginary λ. Then P and Q are closed
linear subspaces of C([−q, p]; CM ) and

P +̇Q = C([−q, p]; CM ). (8.22)

Proof. We already know that P and Q are closed linear subspaces of

X = C([−q, p]; CM )

such that P ∩ Q = {0}. Thus it suffices to prove that (1) P + Q is closed in X ,
and (2) P +Q is dense in X .

Indeed, let {ϕn}∞n=1 be a sequence in P and {ψn}∞n=1 a sequence in Q such
that ρn = ϕn + ψn satisfies ‖ρn − ρ‖X → 0. If {ϕn}∞n=1 and hence {ψn}∞n=1 were
to be bounded sequences in X , then, according to Lemma 8.10, some subsequence
of the restrictions {π−

P ϕn}∞n=1 converges uniformly on [−q, 0], and hence the cor-
responding subsequence of functions π−ψn = π−(ρn−ϕn) converges uniformly on
[−q, 0]. By Lemma 8.10, a further subsequence of {π+

Qψn}∞n=1 converges uniformly
on [0, p]. Hence, a still further subsequence of {π+ϕn}∞n=1 converges uniformly on
[0, p]. As a result, there exist ϕ, ψ ∈ X such that

‖ϕnk
− ϕ‖X + ‖ψnk

− ψ‖X → 0.

Since P and Q are closed, we have ϕ ∈ P and ψ ∈ Q. Thus ρ = ϕ+ ψ ∈ P +Q.
Let us now suppose that the sequences {ϕn}∞n=1 in P and {ψn}∞n=1 in Q

satisfying ρn = ϕn + ψn and ‖ρn − ρ‖X → 0 are unbounded in X , and let
κn = ‖ϕn‖X + ‖ψn‖X → +∞. Put ϕ̃n = ϕn/κn, ψ̃n = ψn/κn, and ρ̃n = ρn/κn,
which obviously are bounded sequences. Applying the argument of the preceding
paragraph, we find ϕ̃ ∈ P and ψ̃ ∈ Q occurring as the limits of certain sub-
sequences of {ϕ̃n}∞n=1 and {ψ̃n}∞n=1. Then ‖ϕ̃‖X + ‖ψ̃‖X = 1, while ‖ρ̃n‖X → 0
yields ϕ̃+ ψ̃ = 0. This would result in a nontrivial element ϕ̃ = −ψ̃ of P ∩Q, which
is a contradiction. Hence this situation does not occur. We may thus conclude that
P +Q is closed in X .

We now prove that C1([−q, p]; CM ) ⊂ P +Q, therewith proving the density
of P + Q in X . Indeed, let ϕ ∈ C1([−q, p]; CM ) and extend it to some bounded
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C1-function x : R → CM with bounded derivative. Then x ∈ W 1,∞(R; CM ) with
x0 = ϕ. Put h = Λx, where Λ is given by (8.6). Then, by Theorem 8.1, h ∈ L∞(R).
Put

h−(t) =

{
h(t), t ≤ 0,
0, t > 0,

h+(t) =

{
0, t ≤ 0,
h(t), t > 0.

Then Theorem 8.1 implies that x± = Λ−1h± ∈ W 1,∞(R; CM ), while x = x+ +x−.
Thus x+ ∈ P and x− ∈ Q, implying x+

0 ∈ P and x−0 ∈ Q with ϕ = x0 = x+
0 +x−0 ∈

P +Q. Consequently, C1([−q, p]; CM ) ⊂ P +Q, as claimed. �

We now state and prove the main result of this chapter. Various versions of
this result appeared in [137, 84, 120].

Theorem 8.12. Suppose det∆(λ) �= 0 for imaginary λ. Then the linear operator
A defined by (8.11) is exponentially dichotomous.

Proof. Above we have proved the direct sum decomposition (8.22) into the closed
subspaces P and Q such that each x0 ∈ P has a unique left prolongation x ∈ P ,
each y0 ∈ Q has a unique right prolongation y ∈ Q, x ∈ P is exponentially decaying
on R−, and y ∈ Q is exponentially decaying on the right half-line. Letting xt stand
for the translated vector function xt(τ) = x(t + τ), we now put ρ = x0 + y0 and
define

E(t)ρ =

{
yt, t > 0,

−xt, t < 0.

Then E(t) is a bounded linear operator on X (also for t = 0±) and its norm is
exponentially decaying as t→ ±∞. Further,

E(0+) − E(0−) = IX .

Since xt ∈ P for x ∈ P and t < 0 and yt ∈ Q for y ∈ Q and t > 0, we have the
bisemigroup properties:

E(t+ τ) =




E(t)E(τ), t, τ > 0,
−E(t)E(τ), t, τ < 0,
0, tτ < 0.

Thus {E(t)}0�=t∈R is a strongly continuous bisemigroup on X .
To find its infinitesimal generator, we compute

1
t

[
E(t) − E(0+)

]
ρ =

yt − y0
t

, t > 0,

1
t

[
E(t) − E(0−)

]
ρ =

xt − x0

t
, t < 0,
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which converge uniformly on [−q, p] to y′0 as t → 0+ and to x′0 as t → 0−,
respectively. Because of (8.4) we have

x′(0) =
∫ p

−q
dη(θ)x(θ), y′(0) =

∫ p

−q
dη(θ)y(θ).

Hence x0, y0 ∈ D(A), Ax0 = x′, and Ay0 = y′, where A is given by (8.11).
Consequently, ρ ∈ D(A) and Aρ = x′ + y′, ρ being the restriction of x + y to
[−q, p]. We have thus proved that A is the infinitesimal generator of the above
bisemigroup. �

Let us consider the natural restriction operators

π−
P : P → C([−q, 0]; CM ), π+

Q : Q→ C([0, p]; CM ),

π+
P : P → C([0, p]; CM ), π−

Q : Q→ C([−q, 0]; CM ).

Denote by ΠP and ΠQ the complementary projections on C([−q, p]; CM ) with
ranges P and Q. Introduce

V x0 = (π+
Pϕ)+̇(π−

Qψ), Wx0 = (π−
P ϕ)+̇(π+

Qψ),

where x0 = ϕ + ψ with ϕ ∈ P and ψ ∈ Q. Then V and W map C([−q, p]; CM )
into C([−q, 0]; CM )+̇C([0, p]; CM ), a space which can be viewed as the space of
continuous functions [−q, p] �→ CM with a jump discontinuity in zero. Clearly, this
space contains C([−q, p]; CM ) as a closed complemented subspace of codimension
M . Further, by Proposition 8.10,W is a compact operator. Since V +W is the nat-
ural imbedding of C([−q, p]; CM ) into C([−q, 0]; CM )+̇C([0, p]; CM ) and as such is
a Fredholm operator of index −M , we see that π+

P and π−
Q are Fredholm operators

whose Fredholm indices add up to −M (see [144] for Fredholm theory between
distinct Banach spaces), thus reproducing Theorem 3.4 of [120].

The index property for π+
P and π−

Q implies that at least one of the following
two types of solution of (8.4) must exist: a) nontrivial solutions that are bounded
on R

− and vanish on [0, p], or b) nontrivial solutions that are bounded on R
+ and

vanish on [−q, 0].

8.3.2 Taking the inverse Laplace transform of the resolvent

We now give the second proof of the exponential dichotomy of A, based on Theo-
rem 1.7.

In analogy with (8.18) we can write the resolvent (8.14) of A(X → X) in the
form

((λ−A)−1ψ)(θ) =
∫ ∞

−∞
e−λt(E(t;A)ψ)(θ) dt,
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where (cf. (8.7) and (8.17))

(E(t;A)ψ)(θ) = G(t+ θ)ψ(0) + (E(t;A0)ψ)(θ)

+
∫ ∞

−∞
G(t− s+ θ)

∫ p

−q
dη(θ̂)(E(s;A0)ψ)(θ̂) ds. (8.23)

Here we have relied on the analogy between the second and third terms in the
right-hand side of (8.14) to arrive at the final term in the right-hand side of
(8.23). For 0 �= t ∈ R, E(t;A0)ψ is considered as belonging to L∞([−q, p]; CM )
whenever ψ ∈ X .

Computing the one-sided limits of the expression

G(t+ θ)ψ(0) + (E(t;A0)ψ)(θ),

we obtain the following results.

θ → (−t)+ for t > 0: G(0+)ψ(0)
θ → (−t)− for t > 0: G(0−)ψ(0) + ψ(0)
θ → (−t)+ for t < 0: G(0+)ψ(0) − ψ(0)
θ → (−t)− for t < 0: G(0−)ψ(0)

Since
G(0+) −G(0−) = IM ,

it is now clear that E(t;A)(θ) is continuous in θ ∈ [−q, p] for each 0 �= t ∈ R. In
other words, for 0 �= t ∈ R the first two terms on the right-hand side of (8.23)
define a bounded linear operator from X into X (with norm bounded above by
‖G‖∞ + 1).

Let us now analyze the third term on the right-hand side of (8.23). We
first note that the vector function

∫ p
−q dη(θ̂)(E(·;A0)ψ)(θ̂) belongs to L∞(R; CM )

and has compact support. Because the Green’s function matrix G belongs to
L1(R; CM×M ), is applied as a convolution to a bounded measurable vector func-
tion, and the result is then translated by θ, the integral term in (8.23) is an
expression that is continuous in θ ∈ [−q, p] and t ∈ R. Moreover, its L∞ norm is
bounded above by ‖G‖1 V (η)‖ψ‖X .

Now recall that

‖G(t)‖ ≤ C e−α|t|, 0 �= t ∈ R.

Then
ess sup
θ∈[−q,p]

‖G(t+ θ)‖ ≤ C eαmax(p,q)e−α|t|.

Moreover, since E(t;A0) is the zero operator for |t| > max(p, q), we easily see from
(8.23) that, for |t| > max(p, q),

‖(E(t;A)ψ)(θ)‖ ≤ C eαmax(p,q)e−α|t|‖ψ‖X {1 + Var(η)} .
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In other words, for 0 �= t ∈ R and for t = 0± the operator E(t;A) maps X into
itself, while

‖E(t;A)ψ‖X ≤ C eαmax(p,q)e−α|t|‖ψ‖X {1 + Var(η)}
for ψ ∈ X and |t| > max(p, q). Theorem 1.7 then implies that A(X → X) is
exponentially dichotomous whenever det∆(λ) = 0 does not have imaginary zeros.
We have thus arrived at an alternative proof of Theorem 8.12.

8.4 Delay equations and hyperbolic semigroups

In this section we consider the retarded functional differential equation or delay
equation

x′(t) =
∫ 0

−q
dη(θ)x(t + θ) + h(t), (8.24)

where q > 0, x(t) ∈ CM , and dη(θ) is an M × M matrix of finite (complex-
valued) Stieltjes measures on [−q, 0]. Introducing the complex Banach spaceX− =
C([−q, 0]; CM ), we write (8.24) in the form (8.10), where the solution x(t, θ) de-
pends on t ∈ R+ and θ ∈ [−q, 0] and satisfies the boundary condition

∂x

∂θ

∣∣∣∣
θ=0

=
∫ 0

−q
dη(s)x(t, s) + h(t).

We then obtain the Cauchy problem

du

dt
= A−u(t), u(0) = ϕ ∈ C([−q, 0]; CM ).

The following result is well known [56, 60].

Theorem 8.13. The linear operator A− defined on the complex Banach space X− =
C([−q, 0]; CM ) by


D(A−) =

{
ϕ ∈ C1([−q, 0]; CM ) : ϕ′(0) =

∫ 0

−q
dη(θ)ϕ(θ)

}
,

A−ϕ = ϕ′ for ϕ ∈ D(A−),

has a pure eigenvalue spectrum consisting of the zeros of the determinant of the
matrix function

∆−(λ) = λIM −
∫ 0

−q
eλθdη(θ),

has a compact resolvent, and has all of its eigenvalues concentrated in the half-
plane {λ ∈ C : Reλ < σ} for some σ ∈ R. The operator A− is the infinitesimal
generator of a hyperbolic semigroup iff det∆−(λ) = 0 does not have any imaginary
zeros.
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Proof. Most of the statements of Theorem 8.13 follow from Theorems 8.3 and
8.12, except for the eigenvalues being concentrated in a left half-plane. Since each
vertical strip of finite width only contains finitely many eigenvalues, it is clear that,
under the condition that det∆−(λ) �= 0 for imaginary λ, E(0+;A−) has finite rank
and the restriction of A− to its range is nonsingular. Thus under this condition,
A− is the infinitesimal generator of a strongly continuous semigroup on X−.

It remains to prove that the eigenvalues of A− are concentrated in a left half-
plane. Indeed, the boundedness of the integral

∫ 0

−q e
λθdη(θ) for Reλ ≥ 0 implies

that ∥∥∥∥IM − 1
λ

∆−(λ)
∥∥∥∥ ≤ V (η)

|λ| , Reλ > 0 and λ �= 0.

Thus if |λ| > V (η) and Reλ ≥ 0, we have det∆−(λ) �= 0, which proves the
statement. �

In the same way we consider the “negative delay” equation

x′(t) =
∫ p

0

dη(θ)x(t + θ) + h(t), (8.25)

where p > 0, x(t) ∈ C
M , and dη(θ) is an M × M matrix of finite (complex-

valued) Stieltjes measures on [0, p]. Introducing the complex Banach space X+ =
C([0, p]; CM ), we write (8.25) in the form (8.10), where the solution x(t, θ) depends
on t ∈ R− and θ ∈ [0, p] and satisfies the boundary condition

∂x

∂θ

∣∣∣∣
θ=0

=
∫ p

0

dη(s)x(t, s) + h(t).

We then obtain the Cauchy problem
du

dt
= A+u(t), u(0) = ϕ ∈ C([0, p]; CM ).

Instead of Theorem 8.13, we derive the following result.

Theorem 8.14. The linear operator A+ defined on the complex Banach space X+ =
C([0, p]; CM ) by

D(A+) =
{
ϕ ∈ C1([0, p]; CM ) : ϕ′(0) =

∫ p

0

dη(θ)ϕ(θ)
}
,

A+ϕ = ϕ′ for ϕ ∈ D(A+),

has a pure eigenvalue spectrum consisting of the zeros of the determinant of the
matrix function

∆+(λ) = λIM −
∫ p

0

eλθdη(θ),

has a compact resolvent, and has all of its eigenvalues concentrated in the half-
plane {λ ∈ C : Reλ > σ} for some σ ∈ R. The operator −A+ is the infinitesimal
generator of a hyperbolic semigroup iff det∆+(λ) = 0 does not have any imaginary
zeros.
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